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ABSTRACT
The majority of studies showing multisensory attention benefits have focused on brief
audiovisual events. Here we examined whether attention benefits can occur for
auditory and visual signals that change in synchrony over time. In the first two
experiments, we found no evidence that attention was captured more by synchronous
compared to asynchronous audiovisual and visual looming signals. The results of our
third experiment suggested that attention was not preferentially oriented towards
synchronous compared to asynchronous audiovisual and visual looming signals. In the
fourth experiment, we found no evidence for better sustained attention for
synchronous compared to asynchronous audiovisual looming and unisensory signals.
Together, these findings indicate that synchronous multisensory looming signals are
not always prioritised by our information processing system. Future multisensory
research should focus on more conceptual clarity and deepen our understanding of
the specific stimulus, task and contextual features affecting the strength and quality of
multisensory integration.
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Introduction

In our daily life, we continuously combine infor-
mation from multiple sensory modalities to make
sense of the environment around us. For instance,
when a car drives towards us, we can estimate the
moment it will pass by. To make such an esti-
mation, we can flexibly switch between the
visual and the auditory modality (Gordon & Rosen-
blum, 2005). Consequently, understanding how
multisensory information guides attention is
important (Ghazanfar & Schroeder, 2006). Indeed,
a lot of research has been dedicated to under-
stand how multisensory information guides the
selection of information from our environment.
Overall, these studies suggest that multisensory
signals are prioritised, as they convey information
about common sources in the environment,
making multisensory information behaviourally
relevant (Körding et al., 2007; Rohe & Noppeney,
2015).

Brief multisensory signals capture attention

Prioritisation of multisensory signals has been
demonstrated to be stimulus-driven (i.e. exogenous)
by several attention capture studies, showing that
multisensory signals captured attention even
when this would not be advantageous to the task
goals (Matusz & Eimer, 2011; Santangelo & Spence,
2007, 2008; Van der Burg et al., 2008a, 2008b,
2009, 2011). For instance, Van der Burg et al.
(2008a) used a visual search paradigm in which par-
ticipants had to search for a vertical or horizontal
line segment among oblique line segments. The
line segments changed colour continuously in a
pseudo-random fashion. If the target changed
colour, it was the only line segment that did so.
When the colour change of the target coincided
with a tone pip, visual search was faster than in
the tone-absent trials. Importantly, the search
benefit was larger when the tone pip was presented
25–50 ms after the colour change of the target than
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when the tone pip was presented before the colour
change. These findings support the idea that the
tone pip is integrated with the colour change,
increasing the salience of the target in the visual
search display. Furthermore, visual search for the
target was faster for tone-present trials even when
the tone pip occurred simultaneously with distrac-
tor colour changes on 80% of trials. The latter
shows that audiovisual integration even takes
place when the tone pip is completely uninforma-
tive for the visual search performance and would
best be ignored.

Attention capture by brief multisensory signals
has been corroborated using different paradigms,
such as a simultaneity judgement paradigm (Van
der Burg et al., 2008b). The simultaneity judgement
paradigm is based on the principle that attended
events are perceived earlier in time than unat-
tended events (Shore et al., 2001; Stelmach &
Herdman, 1991). In this paradigm, in half of the
trials, two dots are presented quickly after each
other and in the other half the dots are presented
simultaneously. Observers are asked to respond
whether the two dots appeared simultaneously or
not. In a study by Van der Burg et al. (2008b), partici-
pants were more likely to perceive the two dots as
having appeared at different timepoints, when the
first dot was presented in close spatial proximity
to a brief audiovisual signal than to a brief visual
signal (Van der Burg et al., 2008b), again indicating
that audiovisual signals are prioritised over visual
signals.

Beyond brief audiovisual signals

So far, the majority of multisensory research has
focused on a limited set of multisensory signals,
among which brief audiovisual signals have
received most attention. Nonetheless, continuous
repetitive (i.e. synchronous) multisensory signals
are also behaviourally relevant. Indeed, it would
be beneficial to integrate and attend auditory and
visual signals that are synchronous over time, as
they likely arise from a common source in the
environment (Fujisaki et al., 2006). It would also be
beneficial to integrate repetitive signals with the
same frequency only. As such, one can avoid that
repetitive auditory and visual signals arising from a
different source are erroneously integrated (Fujisaki
et al., 2006). Multisensory looming signals that are
synchronous over time may be particularly relevant
to daily life behaviour, as looming (i.e. approaching)

signals are important to attend in order to avoid col-
lisions. Therefore it is important to know to what
extent results found with brief audiovisual signals
generalise to other types of multisensory signals.

Auditory looming signals affect attention for
visual looming signals
There is evidence that auditory looming signals
affect attention for visual looming signals. For
instance, when presented with one receding and
one looming visual signal paired with either a
looming or receding sound, Rhesus monkeys prefer-
entially gazed at the visual looming signal when
paired with the auditory looming signal but not
when paired with the auditory receding signal,
suggesting a spontaneous preference for audiovi-
sual looming signals (Maier et al., 2004). Similar
findings were reported in 5-month old human
infants (Walker-Andrews & Lennon, 1985).

Although it seems likely that multisensory
looming integration would be frequency-specific
(Fujisaki et al., 2006) and therefore facilitating
effects of multisensory looming signals would also
be frequency-specific, there are only two studies
available, to our knowledge, that contrasted
frequency-matching (i.e. synchronous) and fre-
quency-mismatching (i.e. asynchronous) multisen-
sory looming signals (Moors et al., 2014; van Ee
et al., 2009). Both studies suppressed the visual
signals from awareness, either by means of binocu-
lar rivalry or continuous flash suppression. In the
study of van Ee et al. (2009), attention for the
auditory signal was required to find an effect of a
synchronous auditory looming signal on rivalry
between a looming and rotating visual signal,
while in the study of Moors et al. (2014), synchro-
nous auditory looming signals did not affect percep-
tual thresholds for visual looming signals
suppressed from awareness by continuous flash
suppression. Thus, it is unclear to what extent con-
scious access to visual looming signals is required
for audiovisual looming integration. In both of
these studies, the visual looming signals were pre-
sented sub-threshold, which could explain why syn-
chronous and asynchronous multisensory looming
conditions did not differ or why attention was
required to find multisensory benefits (Macaluso
et al., 2016). That is, in the context of sub-threshold
visual signals, the visual signals may not be
sufficiently processed in order for them to be inte-
grated with the auditory modality.
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Thus, although studies have found positive
effects of auditory looming on attention for visual
looming signals, previous studies have not con-
trasted supra-threshold synchronous and asynchro-
nous looming signals. Therefore, it remains unclear
to what extent supra-threshold synchronous multi-
sensory looming signals would be prioritised
over supra-threshold asynchronous multisensory
looming signals.

Is multisensory attention capture specific to
brief signals?
Some researchers have suggested that only brief
audiovisual signals can capture spatial attention.
Van der Burg et al. (2010) used a visual search
display in which oblique distractor lines and a hori-
zontal or vertical target line were surrounded by an
annulus. The luminance of each of the annuli was
either changing according to a sine wave or
square wave. In half of the trials, participants were
also presented with a sound with the same tem-
poral profile. Visual search was faster in the con-
dition that the luminance of the annuli were
changing according to a square wave paired with
the square wave auditory signal compared to the
condition without the auditory signal. However,
the sine-wave auditory signal had no effect on
visual search. The latter suggests that a sudden
visual change is necessary for audiovisual signals
to capture attention.

Although a sudden visual change may be necess-
ary to exogenously capture attention, sine-wave
signals may also have positive effects on attention.
Marchant et al. (2012) presented a train of checker-
board patterns and pure tones either following a
sinusoidal predictable timing or an unpredictable
erratic timing. Participants had to detect higher con-
trast checkerboards or louder tones in the train of
stimuli. They found that participants detected
more visual and auditory targets when the auditory
and visual train of stimuli was synchronous versus
when the auditory and visual train of stimuli was
asynchronous. The latter result suggests that syn-
chronous stimuli may boost our ability to maintain
attention over time for a repetitive task (i.e. sus-
tained attention).

The current study

Thus, it remains unclear whether suprathreshold
task-irrelevant auditory looming signals affect the
attentional priority of visual looming signals in a

similar fashion as reported for brief auditory
signals (Matusz & Eimer, 2011; Santangelo &
Spence, 2007, 2008; Van der Burg et al., 2008b,
2011). Similarly to brief audiovisual signals, audiovi-
sual looming signals that are synchronous over time
may be behaviourally relevant signals that are pre-
ferentially attended, as they likely arise from a
common source in the environment (Fujisaki et al.,
2006; Körding et al., 2007; Rohe & Noppeney,
2015). Moreover, it is likely that observers would
only integrate multisensory looming signals match-
ing in frequency, to avoid integrating repetitive
auditory and visual signals that do not arise from a
common source (Fujisaki et al., 2006). Given the
behavioural relevance of synchronous audiovisual
signals, we expected a preference to attend syn-
chronous over asynchronous audiovisual looming
signals, even when the synchronous audiovisual
looming signal is task-irrelevant. Thus, our research
question was: do human observers preferentially
attend supra-threshold synchronous over asynchro-
nous audiovisual looming signals, in a situation in
which this attention bias towards synchronous mul-
tisensory signals is not relevant to the current task at
hand?

In the current study, we conducted four behav-
ioural experiments. Experiments 1 and 2 were
designed to assess our original research question
and thus examined exogenous spatial attention. In
Experiment 1, we presented observers two supra-
threshold visual looming disks without sound, or
at a frequency that either matched (i.e. synchro-
nous) or mismatched the frequency (i.e. asynchro-
nous) of a looming sound. The luminance of one
of the two visual looming signals briefly changed
and participants were instructed to detect this as
fast as possible. We predicted better and faster
target detection when the luminance change
would occur on the synchronous compared to the
asynchronous audiovisual looming disk. In Exper-
iment 2 we re-examined our original research ques-
tion, using a simultaneity judgement task previously
used by Van der Burg et al. (2008b). In Experiment 1
and 2 we found no evidence for differences in per-
formance between the three audiovisual conditions.

Given the lack of exogenous spatial attention
effects in Experiments 1 and 2, we then examined
whether human observers would preferentially
orient their attention towards supra-threshold syn-
chronous versus asynchronous multisensory
looming signals, when orienting attention towards
the signals is relevant to the task at hand. Thus,
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we examined endogenous (i.e. voluntary) attention
preferences for synchronous audiovisual looming
signals in Experiment 3, but again found no differ-
ences between our audiovisual conditions.

Given the lack of spatial attention effects in our
first three experiments, we evaluated a different
type of attention, sustained attention, in Experiment
4. The interaction of multisensory stimuli and atten-
tion may differ for sustained versus selective atten-
tion considering differences in their neural basis.
While selective attention strongly relies on a
fronto-parietal dorsal attention network (Corbetta
et al., 2008; Gillebert et al., 2011; Kastner & Ungerlei-
der, 2000), other large-scale networks, such as the
default-mode and ventral attention networks,
seem to be involved in sustained attention (Bon-
nelle et al., 2011; Esterman et al., 2013; Kucyi et al.,
2017; Langner & Eickhoff, 2013; Molenberghs et al.,
2009). Moreover, a previous study found better
detection of oddball-flashes and oddball-tones
when these were presented in a synchronised
sequence of auditory and visual information (March-
ant et al., 2012). This effect could be mediated by
sustained attention. We anticipated on finding
better sustained attention for synchronous com-
pared to asynchronous audiovisual signals.
However, we again found no beneficial effect of
audiovisual synchronicity. In sum, our results did
not reveal beneficial effects of multisensory
looming signals on attention in each of our
experiments.

Experiment 1: exogenous attention

In Experiment 1, we assessed whether synchronous
audiovisual looming signals were preferentially
attended compared to asynchronous audiovisual
and visual looming signals. To this end, we pre-
sented observers two visual looming disks without
sound, or at a frequency that either matched (i.e.
synchronous) or mismatched the frequency (i.e.
asynchronous) of a looming sound. At pseudo-
random timepoints the luminance of one of the
two visual looming signals briefly changed and par-
ticipants were instructed to detect this as fast as
possible. Note that the auditory signals are irrele-
vant to the visual task, similar to previous multisen-
sory attention capture paradigms (Matusz & Eimer,
2011; Santangelo & Spence, 2007, 2008; Van der
Burg et al., 2008a, 2011). We expected a higher accu-
racy and faster response times for the synchronous
audiovisual targets compared to asynchronous and

visual looming targets without accompanying
sound. In addition, we expected the difference
between synchronous and asynchronous audiovi-
sual looming targets to be most pronounced
when both signals were presented simultaneously.

Method

Participants
Eighteen neurologically healthy participants took
part in this study. Ages ranged from 19 to 34 years
(M = 22, SD = 3). Of the 18 participants, 15 were
female and 4 were left handed. All procedures in
the four experiments were approved by the insti-
tute’s ethical committee (SMEC G-2017 07858).
Written informed consent was obtained from all
participants prior to each experiment. All partici-
pants had normal or corrected-to-normal hearing
and vision, and were naive to the study goals.

Apparatus
Stimuli were created and presented using PsychoPy
v1.84 (Peirce, 2007) and Python 2.7. Stimuli were
presented on a 24 inch gamma-corrected monitor
with a resolution of 1920 by 1200 pixels and a
refresh rate of 60 Hz in a dark room. All stimuli
were presented on a grey uniform background at
a luminance of 30 cd/m2. Participants sat across
the monitor at a distance of 54 cm with their head
stabilised with a chinrest. Auditory stimuli were pre-
sented through noise cancelling headphones (Sony
MDR-ZX110NA). Responses were registered with an
AZERTY keyboard and participants responded with
their right hand.

Stimuli
Looming signals were designed as described in
Parker and Alais (2007), who found that looming
signals dominated perceptual rivalry over receding
signals. One looming cycle consisted of an exponen-
tial increase of the size of a disk during 80% of the
period, followed by a cosine decay for 20% of the
period (Figure 1(A)). Previous research has used a
two-dimensional exponential increase in the size
of a disk as a looming signal (Cappe et al., 2009;
Dent & Humphreys, 2011; Franconeri & Simons,
2003; Maier et al., 2004, 2008; Tyll et al., 2013). In
Experiments 1–3, the size change could occur at
one of two frequencies: 1.25 Hz ( fast looming) and
0.75 Hz (slow looming). The fast looming disk
increased size from 0.75° to 2.25° over a period of
640 ms and changed back to its original size over

JOURNAL OF COGNITIVE PSYCHOLOGY 285



a period of 160 ms for one looming cycle. The slow
looming disk changed size with the same ampli-
tude, but grew over a period of 1067 ms and
changed back to its original size over a period of
267 ms for one looming cycle. The visual looming
signals were continuously presented for multiple
cycles. The visual looming signals were located to
the right and left of a white central fixation cross

of 1° at 8° eccentricity in Experiments 1–3. The
two visual looming signals were presented at 10%
contrast (27 cd/m2) in Experiment 1.

A fast (1.25 Hz) and slow (0.75 Hz) auditory
looming signal were created by modulating the
sound pressure level of a 250 Hz pure tone using
the same timing as the visual looming signals.
That is, the intensity of the tone would increase

Figure 1. Overview of the design of the looming stimuli used in Experiments 1–3 (A), procedures (B) and design of exper-
imental blocks of all four experiments (C).
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from a sound pressure level of 0 dB to a sound
pressure level of 52 dB exponentially and then
decrease again to a sound pressure level of 0 dB fol-
lowing a cosine decay. Previous studies have
demonstrated integration of multisensory looming
signals using frequencies of 1 Hz (Maier et al.,
2004, 2008; van Ee et al., 2009).

Design
We manipulated the synchronicity of the two visual
looming disks, by either presenting a block of trials
in which the two disks changed size at the same
looming frequency (i.e. visual synchronous blocks) or
at a different looming frequency (i.e. visual asynchro-
nous blocks) (Figure 1(C)). There were two types of
visual asynchronous blocks in which the spatial
location of the 1.25 and 0.75 Hz looming disks (left
versus right of the fixation cross) were crossed
(Figure 1(C)). There were two types of visual synchro-
nous blocks in which the looming disks either
changed size at 1.25 or 0.75 Hz. Additionally, we
manipulated the audiovisual synchronicity of the
stimuli by pairing each of the four types of visual dis-
plays either with a 0.75, 1.25 Hz looming sound or no
sound (Figure 1(C)). In the visual asynchronous blocks
the looming sound would be synchronous with one
of the two looming disks, while in the visual synchro-
nous blocks the looming sound would either be syn-
chronous or asynchronous with both looming disks.
Supplementary video 1 illustrates the visual asyn-
chronous block with the 1.25 Hz looming disk on
the left side of the display paired with the 1.25 Hz
auditory looming signal and supplementary video 2
illustrates the same visual asynchronous block
paired with the 0.75 Hz auditory looming signal.

Procedure
The target event was a change of contrast of one of
the two looming disks from 10% (27 cd/m2) to
17.5% (24.8 cd/m2) during 100 ms (Figure 1(B)).
The target position (left or right) was determined
at random but with the constraint that there were
an equal number of left and right targets. The
timing of target presentation was designed in
such way that the size of the looming disk at the
moment of target presentation would not be pre-
dictive of the likelihood of a target event and that
the target could appear at a moment when the
fast and slow looming disks were the same or a
different size (Figure 1(A)). This was done to avoid
participants attending only to specific moments of
the looming sequence. Due to this procedure, the

target size and inter-trial-intervals were not con-
stant. Targets had an average size of 1.46° (SD =
0.6°, min = 0.75°, max = 2.25°) and the inter-trial-
interval varied from 1 to 7 s (M = 3.78, SD = 1.06).
The target size and the inter-trial-interval were inde-
pendent of the main experimental manipulations.
Participants were instructed to respond as quickly
as possible to the target events by pressing the
space bar on the keyboard.

The experimental trials were presented to partici-
pants in a blocked design with a total of 12 blocks.
In 8 blocks either the fast or slow looming sound
was continuously presented. In the remaining 4
blocks, the looming disks were not accompanied
by a sound. Each block consisted of 44 target trials
and 4 catch trials. The presentation order of the
blocks was randomised across participants. The fre-
quency of each looming disk was constant within
each block. Each block lasted on average 4 min
and started with the presentation of the fixation
cross for 1.5 s followed by a period of 4 s in which
no targets where presented. Short 1-minute breaks
were mandatory in-between blocks. Before the
start of the experimental blocks, 40 practice trials
were administered. During the practice, feedback
was provided by changing the colour of the
fixation cross to green if a target was correctly
detected and by means of verbal feedback given
by the experimenter if targets were missed.

After the experiment, participants completed a
task designed to assess whether they were able to
discriminate the synchronous and asynchronous
audiovisual signals (Supplementary Materials 1).

Results

We tested whether there was an interaction effect of
visual and audiovisual synchronicity on accuracy
using a Bayesian hierarchical logistic regression
model and for response times of detected trials
using a Bayesian hierarchical ex-Gaussian model.
Catch trials were not included in the models. More
details about the analyses are reported in Sup-
plementary Materials 2.

There was a main effect of visual synchronicity,
with lower chance to detect the target and slower
responses in the visual asynchronous compared
to the visual synchronous conditions (Table 1,
Figure 2). In addition, there was an interaction
effect of audiovisual synchronicity and visual syn-
chronicity for detection probabilities (Table 1,
Figure 2(A)), but not in the expected direction. In
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the visual asynchronous conditions, the probability
to detect a target was highest in the no-sound con-
dition as compared to the audiovisual conditions,
which did not differ from each other (Table 1,
Figure 2(A)). In the visual synchronous conditions,
there was no evidence for a difference in the prob-
ability to detect targets between the no-sound and

asynchronous audiovisual conditions and the prob-
ability to detect targets was lower for the synchro-
nous than for the asynchronous audiovisual
conditions (Table 1, Figure 2(A)).

There was also an interaction of visual synchro-
nicity and audiovisual synchronicity on response
times, again not in the expected direction. For
the visual asynchronous conditions, there were
no systematic differences between the three
audiovisual conditions (Table 1, Figure 2(B)). For
the visual synchronous condition, responses were
slower for the no-sound than the asynchronous
audiovisual conditions and there was no evidence
for a difference between the no-sound and the
synchronous audiovisual conditions (Table 1,
Figure 2(B)). The individual participant’s data
(Figure 2) did not reveal influential datapoints
obscuring a potential attention benefit of synchro-
nous audiovisual looming signals. Results of a dis-
crimination task that participants completed after
the experiment showed that participants were
able to discriminate the synchronous and asyn-
chronous audiovisual looming signals (Supplemen-
tary Materials 1).

Discussion

No evidence was found for faster or better contrast
change detection for synchronous audiovisual

Table 1. Model estimates of Experiment 1.

Predictor Estimate
95% credible

interval

Probability to detect a target
Intercept 0.76 0.27 1.25
Visual synchronous 0.63 0.46 0.81
No sound 0.28 0.05 0.54
Audiovisual synchronous 0.06 −0.15 0.26
Visual synchronous * No sound −0.42 −0.67 −0.18
Visual synchronous * Audiovisual
synchronous

−0.30 −0.54 −0.06

Response times for detected trials
Intercept 0.59 0.57 0.62
Visual synchronous −0.04 −0.05 −0.03
No sound −0.01 −0.02 0.00
Audiovisual synchronous 0.00 −0.01 0.01
Visual synchronous * No sound 0.02 0.01 0.03
Visual synchronous * Audiovisual
synchronous

0.00 −0.01 0.02

Notes: The visual asynchronous condition and audiovisual asynchro-
nous conditions were used as the reference groups. Catch trials
were not included in the models. Detection probabilities were mod-
elled using a Bayesian hierarchical logistic regression model. Esti-
mates are presented in log odds. Response times were modelled
using a Bayesian hierarchical ex-Gaussian model. The variance of
the Gaussian component and the rate of the exponential component
were estimated as constant parameters independent of the con-
ditions. More details about analyses are reported in Supplementary
Materials 2.

Figure 2. Results of Experiment 1. The dashed lines represent the observations of individual participants. In Panel (A) mean
proportion correct is shown, while in Panel (B) median response times for detected trials and standard errors are shown for
each participant. In Panel (A) the single dot and solid line represent the estimated probability of detection and in Panel (B)
the estimated mean response times for detected trials. The densities represent the density of the mean proportion of
detected trials (A) and of median response times for detected trials (B).
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signals compared to asynchronous audiovisual and
visual looming signals. The lack of an effect of
audiovisual synchronicity cannot be explained by
a floor or ceiling effect in performance as there
was an effect of visual synchronicity on perform-
ance depending on the experimental conditions.
These results suggest that synchronous audiovisual
looming stimuli are not preferentially attended as
compared to asynchronous audiovisual and visual
looming signals. A number of studies have
suggested good parallel information processing
for separate hemifields (Alvarez & Cavanagh,
2005; Stoermer et al., 2014). Thus, it could be
that observers were able to monitor the two
locations in parallel in our experiment and did
not need to prioritise one of both target locations.
Moreover, although average performance of par-
ticipants was not at ceiling or floor, our design
may not have been optimal to measure spatial
attention effects. That is, as the target size varied
in Experiment 1, the saliency of target events
may have varied from trial to trial. This potential
mix of high- and low-salient luminance decrements
may not have been ideal to measure spatial atten-
tion, as high-salient luminance decrements may
create a pop-out effect and low-salient decrements
may not be noticed irrespective of spatial atten-
tion. Therefore, we re-examined our research ques-
tion in Experiment 2 using a simultaneity
judgement task.

Experiment 2: re-examining exogenous
attention with simultaneity judgements

We tested whether synchronous audiovisual
signals capture attention more compared to asyn-
chronous audiovisual signals, using a paradigm
that had previously been used by Van der Burg
et al. (2008b). We chose a simultaneity judgement
task rather than a temporal order judgement task,
as simultaneity judgments are supposed to be less
sensitive to response bias than temporal order
judgements (Van der Burg et al., 2008b). In line
with the findings of Van der Burg et al. (2008b),
we predicted that, if synchronous audiovisual
signals were prioritised over asynchronous audio-
visual signals, participants would be more likely
to report that two dots appeared at a different
timepoint when the first dot appeared in close
spatial proximity to the synchronous compared
to the asynchronous audiovisual and visual
looming signals.

Method

Participants
A total of 15 right-handed observers participated in
Experiment 2. Ages ranged from 20 to 38 years (M =
24, SD = 4.7). Of these 15 participants, 4 were men.

Stimuli
A blue dot was presented with a diameter of 0.43° at
5.6° to the left or right of the fixation cross at full
contrast. As our audiovisual signal was presented
at a further eccentricity (8° eccentricity) as com-
pared to the audiovisual signal (5° eccentricity) in
the experiments of Van der Burg et al. (2008b), the
size of the blue dot and the distance between the
dot and audiovisual looming signal were adjusted
for this difference in eccentricity using the cortical
magnification factor (Rovamo & Raninen, 1984). All
other stimuli were exactly the same as in Exper-
iment 1, except that the two visual looming
signals were presented at 5% contrast rather than
at 10% contrast.

Design
The audiovisual synchronicity of the left and right
visual looming stimulus was manipulated in a
blocked design (Figure 1(C)). The visual synchronous
conditions were not included in the design (Figure 1
(C)), since we only predicted an effect of the syn-
chronous audiovisual signal on the perceived
timing of the two dots in the visual asynchronous
conditions. In half of the trials, the time in
between the first and second dot (i.e. stimulus
onset asynchrony or SOA) was either 17, 33, 50 or
100 ms. Each SOA was presented an equal number
of times. In the other half of the trials, the two
dots appeared at the same time. The SOA was
manipulated independently of all other experimen-
tal conditions. The first dot either appeared on the
left or right side equally often. The first dot could
appear when the looming disk had 1 out of 4 pre-
defined sizes (i.e. 0.75°, 0.95°, 1.49° and 2.07°). The
size of the looming disk at the moment the first
dot appeared was manipulated independently of
all other experimental conditions.

Procedure
Participants viewed a display with two looming
disks and a fixation cross. In each trial, two blue
dots were presented, one on the left side and the
other on the right side of the display in-between
the fixation cross and looming disks for 16.67 ms
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(Figure 1(B)). The two dots were either presented
simultaneously or with a short time-delay in
between the dots. Participants were instructed to
judge the simultaneity of the two dots, by respond-
ing whether the two dots appeared at the same
time by pressing the “j” key or at a different time
by pressing the “n” key on the keyboard.

Participants performed this task in 48 blocks,
each block lasting approximately 2 min. In each
block two visual looming stimuli were continu-
ously presented. The looming frequency of the
left and right disks remained constant within
one block of trials. In 2/3 of the blocks a
looming sound with a constant frequency of
either 1.25 or 0.75 Hz was continuously presented.
In 1/3 of the blocks no sound was presented. Each
block consisted of 32 randomly sampled trials
varying in SOA, location of the first dot (i.e. left
or right side) and size of the looming disk at
the onset of the first dot. Participants completed
the experiment consisting of a total of 1536
trials in 2 sessions with an average of 2 days in-
between sessions (SD = 1.8, Range: 1–7). Each
session was made up of 24 blocks using the
same composition of trials. The presentation
order of the blocks was randomised. Before the
experimental blocks, 24 practice trials were admi-
nistered. During the practice trials, feedback was
provided by presenting a high-pitch pure tone
of 400 Hz for 250 ms for a correct response and
a low-pitch pure tone of 200 Hz for 250 ms for
an incorrect response.

Results

Simultaneity judgments were modelled as a func-
tion of the interaction effect of the location of the
first dot (i.e. first dot on the synchronous, asynchro-
nous audiovisual or the visual looming side) and the
SOA using a Bayesian hierarchical logistic regression
model. More details about the analyses are reported
in Supplementary Materials 2. There was an effect of
SOA on simultaneity judgements (Table 2, Figure 3
(A)). Participants were less likely to report that the
two dots appeared simultaneously if there was
more time in-between the two dot presentations
(Figure 3(A)). The regression model suggested a
small interaction effect of SOA and audiovisual syn-
chronicity as the 95% credible interval only just
excluded zero (Table 2), but this small interaction
effect was not in the predicted direction (Table 2,
Figure 3(A)). According to the regression model,

the effect of SOA on simultaneity judgements was
more pronounced for the synchronous compared
to the asynchronous audiovisual signal and there
was no evidence for a difference between the asyn-
chronous audiovisual and visual looming signals
(Table 2, Figure 3(A)). The estimated differences in
slopes between the three audiovisual conditions
were minimal (Table 2). The individual participant’s
raw data (Figure 3(B)) illustrates that only 1 of our
15 participants was more sensitive to short SOAs
when the first dot appeared on the synchronous
compared to the asynchronous audiovisual and
visual looming side.

Discussion

In Experiment 2, we found no evidence that syn-
chronous audiovisual looming signals were prefen-
tially attended as compared to asynchronous
audiovisual and visual looming signals, replicating
our findings of Experiment 1. The time in-between
the two dots affected simultaneity judgements simi-
larly as in the experiment of Van der Burg et al.
(2008b), suggesting a successful replication of the
basic paradigm. That is, participants reported that
the two dots appeared simultaneously on approxi-
mately 80% of trials at the shortest SOA and on
30% of trials at a SOA of 50 ms in the study of Van
der Burg et al. (2008b), which is similar to our
results. Thus, it is unlikely that the general perform-
ance level of our participants can fully explain our
null findings. Our findings contrast previous
studies showing exogenous attentional biases for
brief task-irrelevant audiovisual signals (Matusz &
Eimer, 2011; Santangelo & Spence, 2007, 2008; Van
der Burg et al., 2008a, 2008b). The difference in
effects on spatial attention between brief audiovi-
sual versus looming signals may be limited to the

Table 2. Model estimates of Experiment 2.

Predictor Estimate
95% credible

interval

Intercept 2.10 1.72 2.49
SOA −0.06 −0.06 −0.05
No sound −0.04 −0.32 0.24
Audiovisual synchronous 0.26 0.01 0.53
SOA * No sound 0.00 −0.01 0.01
SOA * Audiovisual synchronous −0.01 −0.01 −0.00
Notes: Simultaneity judgments were modelled using a Bayesian hier-
archical logistic regression model. Estimates are presented in log
odds. Trials with SOAs equal to 0 ms were not included in the
model as we were only interested in the extent to which participants
were biased to perceive the two dots as simultaneous. The audiovisual
asynchronous condition was used as the reference group. More details
about the analyses are reported in Supplementary Materials 2.
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context of exogenous spatial attention. Given the
fact that the audiovisual synchronicity was irrele-
vant to the task of luminance detection and
simultaneity judgements in Experiments 1 and 2
and that audiovisual looming signals were pre-
sented continuously, the spontaneous attentional
preference in favour of these signals may have
been overruled by the endogenous control
system (Bacon & Egeth, 1994; Posner, 1980).
Therefore, our first two experiments do not rule
out the possibility that synchronous audiovisual
signals are preferentially attended when being
more relevant for the task. Although the synchro-
nous audiovisual looming signal did not capture
attention more effectively as compared to the
asynchronous audiovisual looming signal, it
could be that it is easier to re-orient attention
to synchronous than asynchronous audiovisual
looming signals in an endogenous way. For this
reason, we further tested whether there would
be an endogenous attentional preference for syn-
chronous audiovisual looming signals in Exper-
iment 3.

Experiment 3: endogenous attention

Given the lack of prioritisation of the synchronous
audiovisual looming signal in Experiments 1 and 2,
we assessed whether top-down orientation of
attention is differently modulated by the synchroni-
city of the audiovisual looming signal in Experiment
3. We presented a central arrow cue that predicted
the target location in the majority of trials. In the
trials in which the cue did not validly indicate the

target location, covert attention was expected to
be re-oriented from the cued towards the target
location (Posner, 1980). We predicted faster
response times and more accurate responses to
targets when attention was re-oriented from an
asynchronous towards a synchronous audiovisual
looming signal than when attention was re-oriented
from a synchronous towards an asynchronous
audiovisual looming signal. In addition, we
expected faster response times and more accurate
responses when attention was re-oriented from an
asynchronous towards synchronous audiovisual
looming signal compared to when attention was
re-oriented from a visual looming to another
visual looming signal. Effects for this Experiment
were expected to be most pronounced for response
times, in accordance with previous studies using
this paradigm (e.g. Bartolomeo & Chokron, 2002;
Losier & Klein, 2001; Posner, 1980; Rengachary
et al., 2009).

Additionally, in Experiment 3, we asked partici-
pants to perform a multisensory looming synchroni-
city detection task prior to the experiment. It has
previously been shown that arbitrary associations
between pairs of visual and auditory stimuli are
rapidly acquired and that these acquired multisen-
sory associations can bias binocular rivalry (Einhäu-
ser et al., 2017; Piazza et al., 2018). For this reason,
we anticipated that prior experience with the syn-
chronous and asynchronous multisensory looming
signals could facilitate integration of the signals
during the cueing task, enhancing the chance that
the synchronous multisensory looming signals are
prioritised.

Figure 3. Results of Experiment 2. The estimated regression lines for the three audiovisual conditions are presented in panel
(A) and the observed data of single participants are presented in panel (B). (To view this figure in colour, please see the
online version of this journal.)
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Method

Participants
A total of 25 healthy observers participated in Exper-
iment 3. Ages ranged from 19 to 24 years (M = 21,
SD = 2). There were 8 men and 1 left-handed
participant.

Stimuli
Gaze position was monitored with an SMI Red eye
tracker (Supplementary Materials 3). The target
stimulus was a sinewave grating of 45° or 135°
orientation of a spatial frequency of 2°. The cue
was an equilateral white triangle oriented either to
the left or right with a size of 0.75°. All other
stimuli were exactly the same as in Experiment 1,
except that the two visual looming signals were pre-
sented at 5% contrast.

Design
The experiment consisted of the visual asynchro-
nous blocks paired either with the 1.25 or 0.75 Hz
looming sound or no sound (Figure 1(C)). For each
block, the endogenous cue was either oriented
towards the left side or the right side with equal
probability and the target appeared either on the
left or right side with equal probability. The
grating orientation was either 45° or 135°, equally
often. The target location and grating orientation
were manipulated independently. The cue direction
was manipulated independently of the grating
orientation. In 80% of trials the central cue
pointed towards the same side as where the
target appeared (valid), and in 20% of trials the
cue pointed in the opposite direction as where the
target appeared (invalid).

Procedure
Six experimental blocks of 100 trials each were pre-
sented. Each block consisted of one visual display
paired with one looming sound condition. The
order of the blocks was randomly determined per
participant. In each block of 100 trials, 80 trials con-
sisted of a valid cued target and 20 of an invalid
cued target. At the start of each block, a fixation
cross was presented for 1.5 s followed by the two
looming disks for 4 s. During each trial, a cue was
presented for 200 ms, then after a cue-target inter-
val of 200 ms, a target was presented for 200 ms.
Participants were instructed to report the orien-
tation of the target grating by pressing either the
“I” or “J” key on the keyboard. Before the

experiment, participants completed a task in
which they had to judge whether the audiovisual
looming signal was synchronous or asynchronous
in order to increase attention for audiovisual syn-
chronicity and train individuals in discriminating
the two signals (Supplementary Materials 1).

Results

We analysed response times using a Bayesian hier-
archical ex-Gaussian regression model and accuracy
using a Bayesian hierarchical logistic regression
model as a function of the interaction between
cue validity and audiovisual synchronicity. More
details about the analyses are reported in Sup-
plementary Materials 2. There was a main effect of
cue validity but no evidence for a main effect of
audiovisual synchronicity nor evidence for an inter-
action effect of audiovisual synchronicity and cue
validity on accuracy (Table 3, Figure 4(A)). Orien-
tation discrimination was more accurate in the
validly cued than invalidly cued trials and there
was no evidence for an effect of audiovisual syn-
chronicity (Figure 4(A)).

There was no evidence for an interaction of
audiovisual synchronicity and cue validity in the
predicted direction for response times (Table 3,
Figure 4(B)). There was a main effect of cue validity

Table 3. Model estimates of Experiment 3.

Predictor Estimate
95% credible

interval

Probability of accurate discrimination
Intercept 2.71 2.29 3.16
Valid cue 0.55 0.16 0.93
No sound 0.06 −0.27 0.42
Audiovisual synchronous −0.27 −0.58 0.05
Valid cue * No sound 0.14 −0.28 0.54
Valid cue * Audiovisual synchronous 0.25 −0.13 0.63
Response times for accurate discriminations
Intercept 783 738 830
Valid cue −103 −141 −65
No sound 16 −10 43
Audiovisual synchronous 18 2 34
Valid cue * No sound −19 −43 4
Valid cue * Audiovisual synchronous −20 −37 −3
Sigma intercept 4.2 4.1 4.3
Sigma Valid cue −0.1 −0.2 −0.0
Tau intercept 5.5 5.4 5.5
Tau Valid cue −0.2 −0.3 −0.2
Notes: The invalid cue and audiovisual asynchronous conditions were
used as the reference group. Accuracy was modelled using a Baye-
sian hierarchical logistic regression model. Estimates are presented
in log odds. Response times were modelled using a Bayesian hier-
archical ex-Gaussian model. The variance of the Gaussian com-
ponent and the rate of the exponential component were allowed
to vary between the invalid and valid condition. Estimates of
sigma and tau are in log scale, while the other estimates are in
response times (milliseconds). More details about analyses are
reported in Supplementary Materials 2.
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on response times. Responses were slower in the
invalidly cued compared to validly cued trials. The
individual participant’s data (Figure 4) do not
reveal influential datapoints obscuring a potential
attention benefit of synchronous audiovisual
looming signals. Results taking into account eye
movements led to the same conclusions (Sup-
plementary Materials 3). The synchronicity detec-
tion task administered to participants prior to the
main experiment revealed that participants were
able to detect the synchronicity of the audiovisual
looming signals (Supplementary Materials 1) and
that there was no relation between the speed to
detect the synchronicity and the effect of the audio-
visual synchronicity in the main experiment (Sup-
plementary Materials 1).

Discussion

The results of Experiment 3 did not show an
endogenous attention preference in favour of syn-
chronous audiovisual compared to asynchronous
audiovisual or visual looming signals. These results
cannot be fully explained by a floor or ceiling
effect as there was a cue validity effect on perform-
ance and because effects were expected to be most
pronounced for response times (Bartolomeo &
Chokron, 2002; Losier & Klein, 2001; Posner, 1980;
Rengachary et al., 2009). Thus, Experiments 1, 2

and 3 all suggest that synchronous audiovisual
signals were not preferentially attended, neither
exogenously, nor endogenously. In Experiment 3,
we manipulated the prior experience with the
audiovisual looming signals in order to increase
the chance that the signals would be integrated
while performing another task. Even in this
context, we found no evidence for prioritisation of
synchronous over asynchronous audiovisual or
visual looming signals.

Experiment 4: sustained attention

In a last experiment, we addressed the effect of syn-
chronous audiovisual signals on sustained atten-
tion. To this end, we used an adjusted version of
the sustained attention to response task (SART)
which is a repetitive task in which observers must
monitor a stream of numbers from 1 to 9 that are
presented at a fixed temporal frequency and in an
unpredictable or fixed sequence (Robertson et al.,
1997). The participant must respond to each
number (go trials) except to number “3” (no-go
trials). Using an adapted version of the SART task,
we measured response time variability and
responses on no-go trials ( false alarms) as indices
of sustained attention. In previous studies, research-
ers have used different ways to analyse response
times on the SART with some extracting the slow

Figure 4. Results of Experiment 3. The dashed lines represent the observations of individual participants. In Panel (A) mean
proportion correct is shown, while in Panel (B) median response times for accurate trials and standard errors are shown for
each participant. In Panel (A) the single dot and solid line represent the estimated probability of accurate discrimination and
in Panel (B) the estimated mean response times for accurate trials. The densities represent the density of the mean pro-
portion of accurate trials (A) and of median response times for accurate trials (B).
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and fast fluctuations using Fourier analyses
(Johnson, Kelly, et al., 2007; Johnson, Robertson,
et al., 2007) and others using ex-Gaussian analyses
to extract different RT components (Tarantino
et al., 2013). Previous research using ex-Gaussian
analyses of response times showed the largest
differences between individuals with ADHD and
healthy controls in the rate of the exponential com-
ponent, suggesting that this component of the
response times may represent sustained attention
functioning the best (Tarantino et al., 2013). We pre-
dicted less response time variability and fewer false
alarms in the synchronous audiovisual condition
compared to the asynchronous audiovisual and
unisensory conditions.

Method

Participants
A group of 39 healthy volunteers participated in this
experiment. The sample mostly consisted of right-
handed individuals (n = 33) and females (n = 33).
Ages ranged from 18 to 31 years (M = 19.7, SD = 2.3).

Stimuli
A disk was presented at fixation either changing size
according to a looming function or at a constant
size. The looming disk changed size going from a
minimum of 0.5° to a maximum of 2.5°. The static
disk was presented at a size of 2.5°. The disk
changed size at 1 Hz and auditory looming signals
changed at 1 Hz or 1.4 Hz. The auditory looming fre-
quency was either 1 or 1.4 Hz and the visual
looming frequency was 1 Hz. We adjusted the
SART in such way that the target stimuli would be
a feature-change of the looming disks, to avoid
that participants would ignore the visual looming
signal. The target stimuli were gratings created by
changing the texture of the disk. The gratings had
8 possible oblique orientations ranging from 110°
to 250° with 20° in-between each orientation. The
target-grating had a horizontal orientation (270°).
The gratings were presented for 233 ms and at a fre-
quency of 1 Hz at the moment the visual looming
disk had its maximum size.

Design
We compared sustained attention between four
within-subject conditions. In the synchronous
audiovisual condition the visual and auditory
looming signals both had a frequency of 1 Hz
(Sync), while in the asynchronous audiovisual

condition the visual looming had a frequency of
1 Hz and the auditory looming had a frequency of
1.4 Hz (Async). In the auditory looming condition
(AL), the visual disk was presented at a constant
size and an auditory looming sound of 1 Hz was pre-
sented. In the visual looming condition (VL), the
visual disk changed size at 1 Hz but no auditory
looming sound was presented. These four within-
subject conditions were presented using a blocked
design. The order of blocks was counterbalanced
between subjects with four orders: (1) Sync—
Async—VL—AL, (2) Async—AL—Sync—VL, (3) AL
—VL—Async—Sync and (4) VL—Sync—AL—
Async. This counterbalancing scheme ensures that
each condition occurs equally frequently at each
time-point and that each condition precedes every
other condition exactly once, controlling for carry-
over effects (Maxwell & Delaney, 2003). For each of
these 4 orders a minimum of 9 participants were
tested. Participants were assigned to a counterba-
lancing order at random.

Procedure
On each trial one grating was presented. For 8 of the
9 gratings (oblique orientations) the participant was
instructed to press the space bar on the keyboard
(go-trials). For 1 of the 9 gratings (horizontal orien-
tation) the participant had to withhold his response
(no-go trials). The timing of the no-go trials was
unpredictable and occurred at a frequency of 1
out of every 9 trials. Each block of the experiment
had a total of 360 trials (i.e. 320 go trials and 40
no-go trials). Each block took 6 min to complete
and there was a 4-minute break in-between each
block. Before the experimental trials, participants
completed 36 practice trials. During the practice
trials, participants performed the task in the visual
looming condition and received auditory feedback
on their performance, by presenting a low-pitch
pure tone of 200 Hz for 250 ms for an incorrect
response.

Results

The mean response times, standard deviation and
rate of the exponential component of the ex-Gaus-
sian distribution was estimated with a Bayesian hier-
archical ex-Gaussian model (Supplementary
Materials 2). The estimated mean response times,
standard deviations and rates are visualised in
Figure 5 and model results are reported in Table 4.
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The mean response times were lower in the syn-
chronous compared to the asynchronous condition
and auditory looming condition, but there was no
evidence for a difference with the visual looming
condition (Table 4, Figure 5). There was no evidence
for a difference in the standard deviations of the
Gaussian component between the synchronous
and asynchronous condition and the synchronous
and auditory looming condition. There was a differ-
ence in the standard deviation between the syn-
chronous and visual looming condition (Table 4,

Figure 5). There was a smaller exponential rate for
the synchronous than asynchronous condition, but
no evidence for differences between the synchro-
nous and other conditions (Table 4, Figure 5). In
sum, there was no evidence for responses that
were faster or less variable in the synchronous
compared to the three other conditions. In addition,
a Bayesian logistic regression model revealed no
evidence for any differences between conditions
in false alarms (Table 4). Misses on go-trials were
not analysed as they occurred too infrequently

Figure 5. Results of Experiment 4. In Panel (A) observed response time distributions are shown with the synchronous con-
dition displayed in light grey in addition to each of the other conditions in dark grey. In Panel (B) estimates of mean
response times, in Panel (C) estimates of sigma and in panel (D) estimates of tau are shown.

Table 4. Results of Experiment 4.
Ex-Gaussian Logistic

Mean RT (ms) Sigma RT (log) Tau RT (log) False alarms

Predictor E 95% CI E 95% CI E 95% CI E 95% CI

Intercept 348 329, 367 4.32 4.24, 4.41 4.07 3.94, 4.19 0.14 −0.25, 0.55
Sync −14 −16, −11 0.00 −0.03, 0.03 −0.22 −0.29, −0.15 0.09 −0.11, 0.30
AL −0 −3, 2 0.01 −0.02, 0.04 −0.23 −0.30, −0.15 0.09 −0.18, 0.38
VL −14 −17, −12 0.03 0.0, 0.06 −0.18 −0.26, −0.10 0.23 −0.01, 0.48
Notes: Estimates of mean response times are in ms, while estimates of sigma and tau are in log scale. The Async condition is the reference group.
Estimates of false alarms are in log odds.
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to derive reliable estimates (Supplementary
Materials 2).

Discussion

Similar to our previous findings we did not find
support for multisensory benefits. In line with our
first three experiments, these data suggest that
there is also no benefit of synchronous audiovisual
looming signals in the context of sustained atten-
tion. Previous studies have found better detection
of oddball-tones and oddball-flashes when these
events occurred within a synchronised audiovisual
sequence of flashes and tones, irrespective of
whether the audiovisual sequence of flashes and
tones was irregularly or regularly timed (Marchant
et al., 2012). This suggests that synchronous audio-
visual signals can enhance our ability to monitor
streams of information (both predictable and unpre-
dictable) to detect oddball-stimuli, which may par-
tially relate to increased levels of sustained
attention while monitoring the streams of infor-
mation. One important difference between the
study of Marchant et al. (2012) and our study is
the fact that targets could appear in both sensory
modalities in Marchant’s study, while this was not
the case in our study. Thus, together, these studies
suggest that divided attention across both sensory
modalities is required to find beneficial effects of
synchronous multisensory signals on sustained
attention. The latter is also in line with the finding
that attention for the auditory modality was
required to find an effect of auditory looming
signals on rivalry between a rotating and looming
signal (van Ee et al., 2009). Thus, the lack of a facili-
tating effect of synchronous multisensory signals on
sustained attention in our experiment may be
limited to the context in which only one sensory
modality is task relevant.

General discussion

We examined whether attention benefits can occur
for auditory and visual signals that change in syn-
chrony over time. In Experiments 1 and 2, we
found no evidence for an exogenous spatial atten-
tion bias favouring synchronous over asynchronous
audiovisual and visual looming signals. In Exper-
iment 3, we found no evidence for endogenous
spatial attention orientation favouring synchronous
over asynchronous audiovisual and visual looming
signals and in Experiment 4, we found no

improvement in sustained attention for synchro-
nous compared to asynchronous audiovisual
looming and unisensory signals. In sum, we found
no evidence for attentional benefits of synchronous
over asynchronous audiovisual looming signals and
unisensory signals. These experiments indicate that
not all types of multisensory events are preferen-
tially attended. In the next sections, we discuss
different potential explanations for our findings.

Can human observers integrate frequency-
matched auditory and visual looming
signals?

One possible explanation for our null findings is that
looming signals cannot be integrated across
sensory modalities irrespective of the available pro-
cessing resources. However, this idea does not align
with previous studies demonstrating multisensory
integration of looming signals (Cappe et al., 2009;
Conrad et al., 2013; Maier et al., 2004; Walker-
Andrews & Lennon, 1985). All of these studies con-
trasted a looming auditory (i.e. increasing in ampli-
tude) paired with a looming visual signal (i.e.
increasing in size) with a condition in which a
looming auditory signal is paired with a receding
visual signal or vice versa. Thus, based on these
studies we know that auditory and visual signals
are integrated when they both increase in size or
amplitude, but not when one increases and the
other decreases. The studies of van Ee et al. (2009)
and Moors et al. (2014) contrasted synchronous
and asynchronous multisensory looming signals,
while the visual looming signals were suppressed
from awareness using continuous flash suppression
or binocular rivalry. Thus, prior studies have not
directly investigated integration of supra-threshold
synchronous auditory and visual looming signals.

Nevertheless, we argue that our results cannot be
fully explained by the lack of multisensory looming
integration. A first reason is that performance was
not better in the audiovisual compared to unisen-
sory conditions in our four experiments. That is, if
integration of looming signals was not specific to
a frequency, the auditory looming signals would
be integrated with both visual looming signals,
and then one would still expect a multisensory
benefit of the asynchronous and synchronous multi-
sensory signals over the unisensory conditions,
which was not present in our results.

A second reason is that participants had no
difficulty identifying the synchronous and
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asynchronous audiovisual looming signals in our
synchronicity discrimination and detection tasks
(Supplementary Materials 1). Moreover, although
there were interindividual differences in the ability
to detect the audiovisual synchronicity and in the
effect of the multisensory synchronous signals on
attention in Experiment 3, these were not associ-
ated to each other (Supplementary Materials 1).
These data show that the ability to integrate the
auditory and visual looming signals did not
predict the presence or absence of multisensory
attention benefits.

Third, even when we first trained our participants
in detecting the synchronicity and asynchronicity of
the audiovisual looming signals, we still found no
multisensory attention benefits in Experiment
3. The latter is noteworthy, given earlier studies
showing biased binocular rivalry based on newly
acquired arbitrary associations of auditory and
visual signals (Einhäuser et al., 2017; Piazza et al.,
2018).

Lastly, at the theoretical level, it seems unlikely
that human observers would not be able to inte-
grate information across sensory modalities match-
ing in temporal frequency (Fujisaki et al., 2006).
Multisensory integration based on matching tem-
poral frequencies would be beneficial to daily life
functioning in order to avoid that repetitive auditory
signals are integrated with repetitive visual signals
that do not arise from a common source (Fujisaki
et al., 2006). For these reasons, we argue that it is
unlikely that supra-threshold auditory and visual
looming signals cannot be integrated.

Multisensory integration: an early (pre-
attentive) or late (attention-modulated)
process?

Our findings could also relate to the hypothesis that
integration of looming signals does not occur at
early information processing stages, but rather
that the integration of the signals is modulated by
top-down attentional resources. If attention is
required for multisensory looming integration and
attention is engaged with an orthogonal visual
task, integration may not take place and the visual
looming signal matching the task-irrelevant audi-
tory looming signal will not be preferentially
attended. This explanation for our findings aligns
with studies showing that, although separate
systems underlie visual and auditory perception,
attentional control can have shared resources

(supra-modal attention) for the different sensory
modalities (Alais et al., 2010; Denham et al., 2018;
Farah et al., 1989; Spagna et al., 2015).

Much research has been dedicated to better
understand to what extent multisensory integration
occurs at early (pre-attentive) versus late (attention-
modulated) processing stages, with many conflict-
ing findings. Multisensory illusions such as the
beep-flash (Shams et al., 2000) and McGurk illusion
(Mcgurk & Macdonald, 1976) led to a common
view in the field that multisensory integration
occurs at a pre-attentive early information proces-
sing stage. This idea was supported by studies,
such as the one by McDonald et al. (2000) who
demonstrated that task-irrelevant brief sounds
increased visual detection sensitivity. However,
later studies showed that the McGurk and beep-
flash illusions were modulated by attentional
resources (Alsius et al., 2005; Mishra et al., 2010),
questioning the pre-attentiveness of audiovisual
integration (Talsma et al., 2010). Moreover, it has
been shown that not everyone is susceptible to
the McGurk illusion (Mallick et al., 2015) and that
audiovisual speech integration is susceptible to
top-down attention modulations (Alsius et al.,
2005), further strengthening the idea that multisen-
sory integration may not be as pre-attentive and
early as originally thought.

There have been many attempts to integrate the
conflicting findings on early versus late multisensory
integration. Many of the existing accounts focused
on a single factor. For instance, it has been
suggested that low-contrast, low spatial frequency,
transient visual signals that maximally engage the
magnocellular pathway are optimal signals for
early multisensory integration (Jaekl et al., 2014).
Others have proposed that the competition
between different environmental stimuli is an
important explanatory factor. Talsma et al. (2010)
hypothesised that competition between multiple
low-salient signals within sensory modalities may
lead to a lack of early multisensory integration.
However, Spence and Santangelo (2009) suggested
that attentional capture by multisensory signals,
which is typically viewed as an index of early inte-
gration, is more likely to occur in the context of
high stimulus competition. Spence and Santangelo
(2009) reasoned that unisensory cues would be as
effective as multisensory cues when processing
resources can be entirely dedicated to the cues,
while multisensory cues will be more effective
than unisensory cues when processing resources
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are dedicated to other stimulus information or con-
current tasks.

Other accounts have focused on the features that
can be used to bind the signals across modalities. It
has been suggested that audiovisual signals that co-
occur in close temporal or spatial proximity are
more likely to be integrated at early information
processing stages than more complex signals that
are synchronous over time (Macaluso et al., 2016).
The spatial proximity of the signals may explain
our findings. Previous studies found that task-irrele-
vant auditory looming signals presented simul-
taneously with a grating or with a cue-target
onset asynchrony of 250 ms increased orientation
discrimination sensitivity for the grating (Glatz &
Chuang, 2019; Leo et al., 2011). Such a facilitating
effect of looming sounds on orientation sensitivity
was however not found in a patient with a lesion
in V1 when the visual signals were presented in
the blind visual field (Cecere et al., 2014). Moreover,
this facilitating effect was only found for looming
sounds presented on the same side of the visual
stimulus (Leo et al., 2011). Thus, perhaps looming
sounds only affect visual information processing at
an early stage when they arise from the same
spatial location as the visual signal. The looming
sounds in our experiments were presented binau-
rally, potentially introducing a spatial ambiguity
and leading to integration at lager stages of infor-
mation processing.

In contrast to the many univariate explanations,
some researchers have proposed that there is need
for a multivariate framework to understand the
interaction of attention and multisensory inte-
gration (Macaluso et al., 2016; ten Oever et al.,
2016). The multivariate complexity of this
problem somewhat contrasts the lack of multi-
variate studies on multisensory integration that
have parametrically manipulated multiple stimu-
lus-, task- and contextual factors in a single
study. This practice may have led to a tendency
to adhere to univariate views on multisensory inte-
gration. Therefore, future multisensory research
should focus on study designs that systematically
manipulate stimulus, task and contextual features
that could affect integration. In addition, a recent
study emphasised the importance of conceptual
clarity in the field of multisensory research by
showing that multisensory benefits are not the
same as multisensory integration (Innes & Otto,
2019). Innes and Otto (2019) proposed that com-
putational models may be a way forward to unify

the field of multisensory research as they can
offer more conceptual clarity.

Integrated, but not prioritised?

Stimulus-driven versus goal-driven attention
Finally, it is likely that the multisensory looming
signals were not prioritised although the signals
were integrated. Although attention capture para-
digms have consistently shown that multisensory
signals are preferentially processed (Santangelo &
Spence, 2007, 2008; Van der Burg et al., 2008a,
2008b), there has been debate in the domain of
attention research about the extent to which
purely bottom-up stimulus-driven attention biases
exist (Folk et al., 1992). Folk et al. (1992) suggested
that attention capture effects, typically viewed as
the hallmark of stimulus-driven attention, still
depend on task demands. In line with his hypoth-
esis, Folk et al. (1992) demonstrated that a task-irre-
levant cue only captured attention when it shared
task-relevant stimulus features with the target
stimulus.

In line with Folk’s hypothesis, it could be that the
most important difference between our study and
previous multisensory capture studies (Matusz &
Eimer, 2011; Santangelo & Spence, 2007, 2008; Van
der Burg et al., 2008a, 2008b, 2011) is not necessarily
the type of audiovisual signal, but rather that there
was a difference in the features of the targets (brief)
and multisensory signals (continuous) in our exper-
iments which resulted in a lack of attention biases
towards the multisensory signals. This suggests
that previous multisensory capture studies may
have only found their effects because the brief
nature of the audiovisual signal matched an atten-
tional task set of participants to prioritise all brief
signals. Moreover, this also raises the possibility
that audiovisual looming signals would be priori-
tised in a situation in which participants are required
to detect continuous targets. However, this account
seems unlikely given the fact that even visual static
signals which are typically considered as behaviour-
ally irrelevant or weakly salient signals can capture
spatial attention when participants are required to
detect dynamic target events (Burnham & Neely,
2008).

Moreover, Franconeri and Simons (2003) used a
visual search task in which participants were
instructed to report whether a circular array of 3, 5
or 7 letters contained the target letters “U” or “E”.
The search array was preceded by a cue array of
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number 8 shapes, of which a single cue was either
increasing in size (i.e. looming) or decreasing in
size (i.e. receding) while the other cues had a con-
stant size. The looming and receding cues could
either appear on the same location as a target (i.e.
valid) or on another location (i.e. invalid). With this
paradigm, Franconeri and Simons (2003) found a
significant interaction of set size and validity for
the looming cues, but not for the receding cues.
This suggests that the looming cues captured atten-
tion better than the receding cues. There was no
reason for participants to prioritise the looming
cue over the receding cue, as both cues were
equally relevant to the current task of detecting
either letter “U” or “E”. Hence, regardless of the
current goals of the participants, the looming cue
captured attention more than the receding cue.
These results suggest that attention can be cap-
tured even when the task-irrelevant signal (i.e.
looming) does not share features with the task-rel-
evant target (i.e. brief onsets). However, the study
by Franconeri and Simons has been critiqued by
Abrams and Christ (2005), suggesting that it could
have been the onset of the motion that captured
attention rather than the motion itself.

Habituation and mental fatigue
Another possible explanation for our null results
may relate to habituation. That is, the signal may
initially be prioritised, but may then quickly lose
its priority due to habituation. Indeed, brief task-irre-
levant visual signals lose their spatial attention
capture effect over repeated trials (Turratto & Pas-
cucci, 2016). However, our results cannot be fully
explained by habituation, since we presented the
synchronous and asynchronous audiovisual
looming signals simultaneously for equal durations.
Previous research has shown differences in prioriti-
sation of task-irrelevant signals across long time-
periods using similar designs. For instance, Parker
and Alais (2007) showed that looming signals domi-
nated binocular rivalry for longer time periods than
receding signals across periods of 8 min. Moreover,
they did not find evidence for a reduction in the
dominance of the looming signal over time. In
addition, Conrad et al. (2010) showed that an audi-
tory signal increased the dominance duration of a
random-dot kinematogram that matched the audi-
tory signal when signals were presented for
periods of approximately 3 min.

There is also evidence for persistent attention
biases in other paradigms than binocular rivalry.

For instance, observers were simultaneously pre-
sented with four streams of shapes in a study by
Zhao et al. (2013). One of the streams consisted of
a statistically regular sequence of shapes (i.e. pre-
dictable sequence), while another stream consisted
of a random sequence. In the two other streams, the
same shape was constantly presented. Participants
had to perform a visual discrimination task on a
target shape presented at pseudo-random time
points in one of the streams. Attention was spon-
taneously biased towards the stream consisting of
the statistically regular sequence of shapes. These
effects were established across blocks of trials that
lasted approximately 5 min (Yu & Zhao, 2015;
Zhao et al., 2013). More importantly, this bias per-
sisted during a test phase when random sequences
of shapes were presented in all four streams (Yu &
Zhao, 2015). Thus, certain signals seem to be priori-
tised over other signals even at larger timescales.

Moreover, in addition to habituation potentially
affecting stimulus-driven prioritisation of audiovi-
sual looming signals, mental fatigue could also
play a role in our experiments (Boksem et al.,
2005; Boksem & Tops, 2008; Faber et al., 2012).
That is, previous studies have shown that task-irrele-
vant signals are less easily ignored as mental fatigue
builds up over the course of an experimental task
(Boksem et al., 2005; Faber et al., 2012). Thus, stimu-
lus-driven prioritisation of synchronous audiovisual
signals could be more pronounced when mental
fatigue has built up.

However, although there were signs of mental
fatigue in Experiment 1 and Experiment 4, there
was still no evidence for prioritisation of synchro-
nous over asynchronous audiovisual looming
signals (Supplementary Materials 4). Thus, even
when we consider the effect of time-on-task, we
found no evidence in line with our predictions.

Conclusions

The field of multisensory research has mainly
focused on studying transient brief audiovisual
signals or more complex semantic stimulus infor-
mation such as audiovisual speech. Using brief
audiovisual signals many studies showed attention
benefits for multisensory over unisensory signals.
However, it remained unclear to what extent these
results generalised to multisensory looming
signals. In a set of four experiments, we found no
evidence for an exogenous nor an endogenous
spatial attention benefit for synchronous over
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asynchronous audiovisual looming signals, nor over
unisensory looming signals. In addition, we found
no benefits for sustained attention. These exper-
iments further emphasise that attentional benefits
for multisensory signals do not always apply to all
multisensory signals. Our findings may suggest a
lack of early multisensory integration for synchro-
nous looming signals but cannot differentiate this
account from an alternative explanation that the
signals were not preferentially attended despite
being integrated. Our findings further highlight
the complexity of the interaction of attention and
multisensory integration (Macaluso et al., 2016).
For this reason, future multisensory research
should focus on computational models to increase
conceptual clarity and focus on systematic com-
parative studies that manipulate multiple factors
simultaneously (Innes & Otto, 2019).
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