Quantitative analysis of task selection for Brain-Computer Interfaces
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Abstract

Objective: To assess quantitatively the impact of task selection in the performance of Brain Computer Interfaces (BCI). Approach: We consider the task-pairs derived from multi-class BCI imagery movement tasks in three different datasets. We analyze for the first time the benefits of task selection on a large-scale basis (109 users) and evaluate the possibility of transferring task-pair information across days for a given subject. Main results: Selecting the subject-dependent optimal task-pair among three different imagery movement tasks results in approximately 20% potential increase in the number of users that can be expected to control a binary BCI. The improvement is observed with respect to the best task-pair fixed across subjects. The best task-pair selected for each subject individually during a first day of recordings is generally a good task-pair in subsequent days. In general, task learning from the user side has a positive influence in the generalization of the optimal task-pair, but special attention should be given to inexperienced subjects. Significance: These results add significant evidence to existing literature that advocates task selection as a necessary step towards usable BCIs. This contribution motivates further research focused on deriving adaptive methods for task selection on larger sets of mental tasks in practical online scenarios.
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1 Introduction

Brain Computer Interfaces (BCI) [41] aim to provide humans with control over devices or computer applications only through their measured brain activity by e.g. electroencephalogram (EEG) [20]. The automatic on line discrimination of mental tasks could be used to provide the user with an extra channel of communication/action that could for example be used to improve the quality of life of severely disabled people [46].

A common paradigm in BCI is induced modulations (IM), which rely on voluntarily induced user brain activity modulations, for instance, imaginary movement [33], mental counting, writing or rotating a 3D object [24, 13] or the covert attention paradigm [40].

Although BCI research has so far not delivered a reliable technology for widespread applications, the progress in EEG-based BCI technology in the last decade has been undoubtedly significant. For example, in comparison with a study from year 2003 in which 41% of the analyzed subjects showed satisfactory BCI control [19], a more recent study from year 2012 shows that BCI control was reached by 60% of the subjects [21].

Clearly several factors have contributed to such performance improvement: development of better feature extraction algorithms and optimization techniques, advances in hardware, on line BCI adaptation, etc. Among all the methodological advances achieved, however, a relatively unexplored question is whether task selection constitutes a key factor for such improvement.

Task selection is being progressively introduced in some BCI systems. In [14] an exploratory step was used to select useful sets of subject dependent imagery movement tasks for a multi-class problem. In [7] it was shown that untrained subjects can achieve effective binary performance with a short training period by using advanced machine learning techniques. In that case, the optimization procedure included the detection of the best task-pair between right hand, left hand or feet imagery.

Recent off line experiments [13] have shown the benefits of task selection for a small set of BCI users using a large set of non-motor tasks. The use of distinct mental strategies combined with motor imagery tasks may lead to increased performance, as shown in [16] using nine users and seven non-motor mental tasks. In [21] the imagery movement task-pair was optimized between three different motor imagery movement tasks.

In this work, we explore for the first time the benefits of task selection on a large number of users and whether the optimal task-pair remains optimal across multiple days, or needs to be optimized again.

\[ A \text{ threshold of } 70\% \text{ correct classification during on line sessions is considered necessary for the user to feel a minimum of control over a binary BCI device [27, 42].} \]
re-estimated on every single session. Based on our results, we claim that the design of a BCI has to consider task selection as a necessary step.

In the next section we present the datasets and the methods considered in this study. We then present our results in section 3. We conclude the paper in section 4 with discussion and future work.

2 Methods

We use three different datasets composed of multi-class imagery movement tasks.

2.1 Datasets

Dataset A: (Physiobank [18, 36]). This dataset contains data from 109 subjects performing various combinations of real and imagined movements in one day of recordings. In this work we consider only the data related to left hand, right hand and both feet imagery movement. Each subject performed 22 trials of each class and the EEG data were recorded from 64 electrodes. Due to the computational load required by the extended analysis presented in this work, we focus only on 20 EEG electrodes over the sensorimotor cortex. The large number of users makes this dataset convenient to evaluate the impact of task selection on a large scale basis.

Dataset B: (BCI competition IV, 2a)\(^2\): This dataset [38] provides data from 9 subjects performing 4 different imagery movement tasks (right hand (RH), left hand (LH), both feet (F), tongue (T)) during 2 different days of recordings. Each day they performed 72 trials of each task and the EEG data were recorded from 20 electrodes. The fact that it contains two different days of recordings allows to analyze the influence of time in relation with task selection.

Dataset C: (BSI RIKEN)\(^3\): This dataset provides data from several subjects performing binary or multi-class imagery movement tasks. We only consider the 2 subjects performing multi-class problems (LH, RH, F).

\(^3\) Available at http://www.bsp.brain.riken.jp/~qibin/homepage/Datasets.html.
Subject 1 was recorded on 2 different days and Subject 2 in seven different days. Each day they performed $\approx 65$ trials (3-4 seconds) of each task and the EEG data were recorded using 5 or 6 electrodes. In this work we always consider the same 5 EEG electrodes, C3, Cp3, C4, Cp4 and Cz.

For subject 2 there is a previous additional recording day consisting of three long sessions ($\approx 268$ trials per session) distributed along a different day. We denote these data as subject 2b. There are long periods between the sessions and each session contains considerably more trials than the other seven days of recordings. Hence, subject 2b is considered as an independent dataset and each session will be treated as an independent day.

We focus on binary classification problems and consider all possible pairs of different binary problems for each dataset and subject. This results in 3, 6 and 3 possible task-pairs for each subject in datasets A, B and C, respectively.

### 2.2 Preprocessing, feature extraction and classification

The raw data were detrended and bandpass-filtered in the frequency bands 8-30 Hz. The features for classification were extracted using the Tangent Space Mapping (TSM) [3, 29]. This is a recently proposed method that has comparable or better performance than more typical algorithms such as Common Spatial Patterns [34, 3, 2].

Noting that covariance matrices belong to the Riemannian manifold of symmetric positive-definite matrices ($\mathcal{M}$) [31], TSM is a non-linear projection of the spatial covariance matrices of the data into the tangent space [12] of $\mathcal{M}$ at the Riemannian (or geometric) mean [22] of the spatial covariance matrices of the training data. The Riemannian mean ($C_R$) of a set of covariance matrices $\{C_1, \ldots, C_n\} \in \mathcal{M}$ is defined as

$$C_R = \arg\min_{C \in \mathcal{M}} \sum_{k=1}^{n} d_R(C_k, C)^2 \quad (1)$$

where $d_R : (\mathcal{M} \times \mathcal{M}) \to \mathbb{R}^{\geq 0}$ denotes the Riemannian distance induced by the Riemann geometry on $\mathcal{M}$ and it can be computed as a generalized eigenvalue problem [30]. More precisely, for any two $C_{k_1}, C_{k_2} \in \mathcal{M}$

$$d_R(C_{k_1}, C_{k_2}) = \left[ \sum_{i=1}^{m} \log^2 \lambda_i \right]^{1/2} \quad (2)$$
where $\lambda_i, i \in \{1, \ldots, m\}$, are the eigenvalues of $C_{k_1}^{-1} C_{k_2}$.

The geometric mean exists within the considered manifold ($\mathcal{M}$), and it is unique [23]. Although there is no closed-form solution for its computation, it can be computed efficiently using iterative algorithms. In this work we consider the algorithm presented by [15].

Given a set of covariance matrices and denoting their geometric mean as $C_R$, the tangent space mapping at $C_R$ of a given covariance matrix $C_k$ is given by

$$TSM_{C_R}(C_k) = \log(C_R^{-\frac{1}{2}} C_k C_R^{-\frac{1}{2}}),$$  \hspace{1cm} (3)

where the log is the logarithm of a matrix derived from its diagonalization [4].

$TSM_{C_R}(C_k)$ is a symmetric matrix that, in vectorized form (after eliminating redundant elements due to symmetry) can be used as features for classification in BCI problems [3]. Since one unique $C_R$ is computed using all of the covariances matrices in the training set, TSM is an unsupervised feature extractor for covariance classification \(^4\). We used regularized Linear Discriminant Analysis [8] as classifier.

Note that we excluded an exhaustive optimization at the level of individual frequency bands. We expect such optimizations to provide a general improvement. The reason to omit them was to focus on the task selection effect, which is the main interest of this paper.

### 2.3 Assessment of BCI control performance

We measure BCI control performance in terms of classification rate, defined as the number of correctly classified trials divided by the total number of trials. The generalization performance of a task-pair is estimated using cross validation on hold-out data (CV) [6]. We use leave-one-out CV and denote CV rate as one minus the CV error.

For each subject, we define $CV_d(t_i)$ as the CV rate considering a classifier trained on the $i$-th task-pair in day $d$. Further, we will use $t^*_d$ to denote the optimal task-pair for a specific day $d$, i.e. the task-pair that gives the highest CV rate.

Finally, we will use Wilcoxon statistical tests [11] to assess statistical significance between different performances. We consider significance level of $\alpha = 0.05$.

\(^4\)We used the Covariance Toolbox from https://github.com/alexandrebarachant/covariancetoolbox.
3 Results

In this section we first analyze the potential improvement that can be expected at the population level from selecting the subject-dependent optimal task-pair. Then we consider the optimality of a task-pair across different days of recordings and study how task learning from the subject side can influence the task selection step.

3.1 Task optimization significantly improves BCI control

We consider imagery movement based BCI using the dataset A, which consists of three tasks and a large number of subjects. To quantify the potential improvement that can be achieved selecting the optimal task-pair for each BCI user, we compare the probability distributions of the CV rates for each task-pair independently against the CV rate that is obtained with the best task-pair for each user.

Figure 1 shows histograms (left) and the corresponding cumulative distribution functions (right). These probability distributions show the large variance associated to the subject heterogeneity. Notice that left versus right hand imagery movement task (LH vs RH, top-left panel) is the task-pair that globally results in the worst performance with approximately 30% of the users performing at around random guess. The task-pairs involving one of the hands versus foot imagery have very similar probability distributions and are more skewed toward higher CV rates.

The mean task-pair CV rates across subjects were 0.64, 0.81, and 0.80 for LH vs RH, LH vs F and RH vs F, respectively. In contrast, selecting subject dependent optimal task-pairs resulted in a mean value of 0.88, a significant improvement in performance with respect to any of the fixed task-pair choices. If we consider the proportion of users providing task-pairs with CV rates within the range 80% – 90%, a remarkable improvement of approximately 20% is observed.

These results clearly show that merely user-specific task selection results in a dramatic increase on the number of BCI users potentially able to provide highly discriminative brain features. Although this is a remarkable improvement, its generalization to an online feedback setting has to be done with caution. In the presence of strong nonstationarities, a proportion of users may fail to achieve effective control in testing/feedback sessions despite being able to provide discriminative features during training [25, 9, 21].
3.2 Generalization of the optimal task-pair across days

So far we have seen that selecting a subject dependent optimal task-pair may result in a dramatic improvement in BCI control performance. However, partly due to the non-stationary character of the EEG signal [37, 25], there is no guarantee that the optimal task-pair in one day remains optimal also for subsequent sessions or days. If that is not the case, how big is the performance loss if we select the suboptimal task-pair? Is significantly better to choose the task-pair with best performance in the past, or does not make any difference when compared, for instance, with random task-pair selection?

To answer these questions, we first characterize the optimal task-pair in different days. Figure 2 shows histograms corresponding to the two days of dataset B. They show large variability
across subjects. Interestingly, the task left/right hand (LH-RH) is never optimal. This result is in agreement with the conclusion previously reported for dataset A and previous literature [32].

We also observe that tongue imagery movement task (T) appears frequently in the optimal task-pair, indicating a high discriminative power. This is interesting because T is not usually considered in binary motor imagery BCI systems.

We now consider both B and C datasets (with eleven subjects in total) and compare, for each subject individually, the performances of each task-pair \( i \) between the first day of recordings \( CV_1(t_i) \) and a posterior day of recordings \( CV_k(t_i), k > 1 \). Figure 3 shows this comparison with a different panel for each case. Each dot indicates a task-pair. In total, the optimal task-pair on the first day remains optimal on a subsequent day/session in nine out of the eighteen cases. These are marked with a cross in the optimal task-pair.

Four out of ten subjects participating in just two days of recordings present a constant optimal task-pair with respect to the first day. Considering the subject participating in several days (C-S2), the optimal task-pair changes over days (third row, column 5 and bottom row of Figure 3) and also within the sessions in a single day (C-S2b, third row, columns 1 and 2).

Globally, we observe that users tend to learn to better execute the tasks [10, 42]. This effect is likely to be present when most of the dots fall above the diagonal. We quantify such learning effect by taking the average of the differences in performance of each task. This value is shown in the inset as \( \text{learn} \) (a positive value indicates learning). We observe that there is a general improvement if we globally compare all differences in performance (p-value < \( 10^{-4} \)). It is interesting to
Figure 3: Generalization of optimal task-pairs. Each panel corresponds to one subject and shows a comparison between the performance on each task-pair \( i \) between the first day of recordings \( CV_1(t_i) \) (x-axis) and a posterior day \( k > 1 \), \( CV_k(t_i) \) (y-axis). Subject number is preceded by dataset name. Inset \( \text{diff} := CV_k(t^*_k) - CV_1(t^*_1) \) denotes the loss incurred when the optimal task-pair of the first day \( t^*_1 \) is selected instead of the unknown optimal one \( t^*_k \). The value between brackets indicates the loss incurred if the task-pair is selected randomly and is computed as \( \frac{1}{6} \sum_{i=1}^{6} CV_k(t^*_k) - CV_k(t_i) \). Inset \( \text{learn} := \frac{1}{6} \sum_{i=1}^{6} CV_k(t_i) - CV_1(t_i) \) represents the learning from the user to better execute the task from day 1 to day \( k \). Grey rectangular areas on each subplot denote performance ranges.

notice the ability of some subjects to improve on task-pairs that were clearly suboptimal during the first day, e.g. subjects B-S4, B-S5, B-S7, B-S9. Further, in most cases the variance across task-pairs is also reduced (compare the sides of the grey areas). These facts suggest that learning
from the user side could have a strong effect in the selection of a task-pair using data from a previous recording day.

How bad is the performance on a day \( k \) if the optimal task-pair on the first day \( t^*_1 \) is selected instead of the unknown optimal one of the actual day \( t^*_k \)? Using our notation, this difference is \( CV_k(t^*_k) - CV_k(t^*_1) \), where \( k > 1 \) indicates the day of interest. We show this quantity in the inset of each panel as the \( \text{diff} \) value. A value of \( \text{diff} = 0 \) implies no change in optimal task-pair between the two considered days.

The mean of this value across all subjects is 2.2%, statistically different from zero (p-value = 0.038) indicating a significant loss. Note, however, that this is a worst case scenario, since the optimal task \( t^*_k \) for day \( k \) is unknown a priori. A more realistic scenario is to compare the difference in performance between selecting \( t^*_1 \) and a task-pair without any prior information. In this case, the benefit of task selection is significant (p-value < 0.003). Selecting the task-pair without considering prior performance results in a mean loss value of 4.8%, which doubles the loss of selecting \( t^*_1 \).

It is interesting to relate these results with the effect of subject learning previously described. Since learning might occur for all tasks, one would expect that the benefit of choosing \( t^*_1 \) on a following day would be attenuated with respect to random task-pair selection. Remarkably, we observe the opposite effect: for subjects with negative learning, e.g. B-S2 and B-S8, choosing \( t^*_1 \) also results in no improvement compared to random task-pair selection. In contrast, for those subjects with large learning values, e.g. subjects B-S4 and B-S9, the \( \text{diff} \) value attains higher values compared to random task-pair selection (9% and four times better, respectively).

Further, in some cases where learning is negative we observe a global decrease in performance, e.g. subjects C-S1 and C-S2 (day 3), which by having similar influence over all the task-pairs does not influence the optimality of \( t^*_1 \). Such a non task related decrease of the signal to noise ratio could be attributed to the presence of stronger non-stationarities in the subsequent day.

For subject C-S2, we compare the performances on the first day against each of the seven following days, resulting in six comparisons (right panel in third row and bottom panels of Figure 3). The learning of this subject is remarkable (circles lay above the diagonal in most of the panels). The optimal task-pair changes only in two days (days 4 and 6). Using \( t^*_1 \) as task-pair is generally convenient in this case.

Finally, we consider subject B-S5 for being the subject with worst performance and for which satisfactory BCI control would not be possible. In this case a clearly suboptimal task-pair became
the optimal on the second day. For this kind of users, a task-pair selection step might be necessary on every single day, although not always sufficient for direct control.

From these results we conclude that the best task-pair selected from the first recording day of a given subject is generally a good task-pair on subsequent days. In general, task learning from the user side has a positive influence. However, special attention should be given to inexperienced subjects.

4 Discussion

We have analyzed the benefits of task selection for BCI on a large-scale basis (109 subjects) and have showed evidence that a significant proportion of users can potentially gain BCI control if the mental task is properly selected. Our results only consider three different tasks and better improvements can be expected for a larger number of tasks [13], or tasks that involve non-motor aspects [16]. Combining motor and non-motor strategies should allow some users unable to control motor imagery based BCIs to control binary devices. The on line validation of these results is part of current research. However, such non-motor imagery strategies might feel less natural for control and the subject learning process could still be hard [14].

Task selection is a key step towards BCI development, but is also a time consuming process. We have addressed some questions regarding the generalization of the optimal task-pair across days. Our initial results suggest that the loss of performance when optimal tasks are not individually selected in every session varies across subjects and is influenced by task learning from the subject side. Interestingly, we observed that the ability of the subject to learn tasks tends to minimize the expected loss when transferring optimal task-pairs from previous sessions.

Since the task selection method used in this work relies on the CV classification rate of an entire session and considers all combinations of task-pairs, it may be impractical in a real BCI setting, specially for a large number of tasks. Further, we have shown that the interplay between task learning from the user side and optimal task selection from the BCI side can be complex and consequently, task selection may require the use of exploration on every single day. The development of scalable adaptive methods that perform automatic task selection in a similar way as recently proposed [17] is the focus of current research. By focusing on the most promising tasks, these algorithms result in a faster task selection and a more efficient use of the BCI training session.

Our results show that one can transfer information from previous days to such algorithms but special care should be given to inexperienced subjects; previously suboptimal task-pairs can
sometimes significantly improve its performance. Training strategies across days should be designed to estimate the subject learning curve as well as number of degrees of freedom each subject can control. The implementation of such protocols is the subject of current research. In online experiments, the use of adaptive methods is required [39, 43, 35, 28, 1, 29]. Such adaptation strategies have been shown to be efficient when transferring classifiers across days or sessions for a fixed subject [26, 43]. The use of these adaptive techniques have also shown that some subjects can learn to generate the adequate brain patterns after several sessions [26, 43]. Adaptive methods allow for an improved feedback which certainly influences and helps the subject learning process [5]. Even though the step from off line to on line is a complex process and many factors might influence the subject ability to control a final application, task selection makes the process simpler and consequently more satisfactory for the subject. Further research directed towards task validation, evaluation and selection is necessary.
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