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Abstract

My research focuses primarily on the development of machine learning methods for the analysis and/or control of complex systems. I take a multi-disciplinary approach from both theoretic and applied perspectives. From a theoretical point of view, my research lies at the interface between computer science, control theory and statistical physics. The application domains include social networks, robotics, brain computer interfaces and the smart grid.

1 Scientific Contributions

I describe here my scientific contributions organized by topic. First, I outline my main research lines, which include theoretical contributions on approximate inference and optimal control as well as applied work on robotics and knowledge discovery on big data sets. Finally, I will describe other important research lines.

1.1 Approximate Inference in Graphical Models

Probabilistic inference in graphical models such as Bayesian networks is a central problem in machine learning and statistics. In general, exact inference is computationally hard for large networks, but this depends critically on the network connectivity. I have developed efficient algorithms for approximate inference based on loop calculus, a theoretical tool originated in the statistical physics community [5]. Loop Calculus is a reparametrization of the joint probability distribution associated with a graphical model that keeps its partition function invariant. It allows characterizing the fixed points of the popular belief propagation (BP) algorithm in terms of a loop series expansion, where each correction term to the BP solution corresponds to a loop in the graph. I introduced this tool into the machine learning community and developed principled ways to truncate this series, resulting in efficient and accurate approximate inference algorithms [26, 30].

1.2 Optimal Control and Reinforcement Learning

Stochastic optimal control problems deal with the problem of computing an optimal set of actions to attain some future goal. With each action and each state a cost is associated and the aim is to minimize some future goal. I have contributed to show the general equivalence between probabilistic inference in
a graphical model and optimal control computation [12] for a class of non-linear stochastic optimal control problems introduced in [33]. This class of problems is known as Kullback-Leibler (KL) or Path-Integral (PI) control. Our contribution had important impact for diverse fields such as robotics [19, 32] and computational neuroscience [7, 18].

KL-control problems have inspired efficient reinforcement learning algorithms, such as Dynamic Policy Programming [2, 1], which enforces smooth policy updates during the optimization of the control policy. Such a feature has convenient theoretical properties in terms of asymptotic performance loss bounds. Smooth policy updates are also necessary for safe learning of motor skills in robotics, where state trajectories should change gradually.

Recently, in this application domain, I have (i) extended PI control to account for feedback policies [29], (ii) solved continuous, high-dimensional control problems by embedding KL-control in a hidden Markov model [17] and (iii) implemented hierarchical controllers for real-time control of a swarm of real quadrotors [31].

1.3 Learning communication patterns from online social interaction

Understanding how information spreads in a complex network is a very important problem. For example, characterizing the patterns of information flow in a social network plays a fundamental role in contexts like the spreading of innovations or diffusion of news and opinion. In this area, my research focuses on the analysis and modeling of the communication dynamics of special interest groups on the Internet.

We have been among the first researchers to analyze a large-scale social network from online communication data and to use simple mathematical models such as mixtures of log-normal distributions to explain the observed regular temporal activity patterns [24, 10, 8]. Our study comprised the analysis of billions of comments crawled from Slashdot, a popular technological news site, from the point of view of network macroscopic quantities, community detection and structure and evolution of discussions. This had implications, for example, in predicting the popularity of online content [21].

More recently, we have developed mathematical models and learning algorithms that are able to explain in detail the micro-structure and the evolution of such threaded discussions [27, 28, 3]. We have shown that a simple model of tree growth is able to explain the heterogeneity found in the discussion cascades of very diverse online websites, such as news forums or the Wikipedia talk pages. This model explains the evolution of the structure of a discussion by an interplay between popularity, novelty and certain trend bias to the original post.

1.4 Other contributions

In addition to the above results, I have also carried out research on other related topics to machine learning and complex networks. These are outlined below.
1.4.1 Brain-Computer Interfaces and Control

Brain Computer Interfaces (BCI) are a direct communication pathway between the brain and an external device, such as a speller or a wheel chair. Several problems limit the applicability of BCIs in real life. One of these problems is the presence of non-stationarities in the data, which causes patterns associated with each task during the training of the BCI to be different during testing, leading to a poor performance.

In this context, we have introduced a paradigm based on neural feedback for adaptive classification of the BCI. The analyzed feedback signal is the interaction error potential, a stereotyped evoked response that occurs in the brain when the BCI performs unexpectedly [6]. We have shown that such a signal can be decoded with high accuracy and used subsequently to adapt the BCI [16]. This paradigm has been implemented in several BCI applications, e.g. mental typewriters [20] (see also review [4]). Our original work considered a binary error signal for binary BCI tasks. We have extended the method for (i) probabilistic error signals, leading to a variety of learning algorithms that interpolate between supervised and unsupervised learning [13] and for (ii) multi-class problems [14]. More recently, we have evaluated the impact on the BCI performance of prior task selection, quantifying the potential increase in the number of users that can be expected to control a binary BCI [15].

1.4.2 Information Processing in Complex Networks

Finally, another research interest is to understand different dynamical emergent aspects of complex networks, such as synchronization, self-sustained activity and pattern formation and to find network adaptation mechanisms. In particular, during my PhD thesis, I have analyzed phase transition phenomena in spiking neural network models [9, 23] and derived local learning rules that lead to global self-organization towards critical states [25].

More recently, we have developed a novel efficient learning algorithm for sparse linear regression [11] and applied it in the context of power distribution networks. We showed how to reduce the load response uncertainty in open-loop control methods by learning the future price-elasticity of consumers based on their responses to previous pricing updates [22].
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