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Regression for time-to-event data



Regression for time-to-event data

> Data D:{(z17t1)7"-v(zN7tN)}
samples (z;, t;),
drawn indep from p(t, z)

z; e R d covariates (measured at t = 0)
t € R : failure time (death, onset of disease, ...)

. X

>
x

x

t=0

» Objective
find and quantify patterns that relate
covariates to event times, in order to:

1. predict clinical outcome for individuals
2. discover disease mechanisms
3. design interventions (modifiable covariates)



Proportional hazards regression
(DR Cox, 1972)

hazard rate : h(t|z) = \(t)e Bz
t
event time dist :  p(t|z,3,\) = ——exp[ ﬂz/ ar A(t’)]
0

parameters: (3= (B1,...,84), () t>0

» Maximum Likelihood estimation

B3 = argman,A{lNZlogp(nlzf,ﬂ,A)}

> Maximise over \(t) first
> 8(t=1)
¥ 0(t—1) B2

X > P0G —t)
B = argmaxﬁ{ Zﬂ-zi — Z log [m]}

At18)

(Breslow estimator)



relatively simple and computationally painless,
extremely successful,
still the main tool of medical statisticians ...

Beyond the basic model ...

> Fine tuning
» include left- right- or interval censoring
(slightly different formula p(D|3, A))

> consistent base hazard rate, such that [;dt A(t) = oo
(ML subject to constraint [, dt A(t) = R, then R— o)

> Multiple risks
risk labels r; € {0, ..., R},
D= {(217 t1,r1)7 ) (zNy tN7 rN)}

> Frailty, random effects and latent class models
(simple formulae only for special choices)

p(t|z, B, ) Z we exp[ /tdt’ )\e(t’)]



What has changed since the 1970s?

» Medical data have evolved

» sheer volume ...

> diversity of data sources
(clinical, genomic, biomarkers, health records, imaging, ...)

» complexity of experimental pipelines
(confounders, batch effects, variability between centres, ...)
» dimension mismatch

then: ~500 samples, ~ 10 covariates
now: ~ 1000 samples, ~ 10° covariates



Introduction

Overfitting in Cox regression



overfitting in
Cox regression

ML method ...

p-values, z-scores,
confidence intervals
don’t measure overfitting!

rule of thumb: pr.x = events/10

> too optimistic ...
» must dependon g3 ...
» covariate correlations ...

What happens in overfitting regime?
Can we predict the optimal point?
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Analytical theory of overfitting in Cox regression?
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N =500,

predicted versus true regression coefficients
(synthetic data, no censoring)
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N =500,

predicted versus true regression coefficients
(synthetic data, no censoring)
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N =500,

predicted versus true regression coefficients
(synthetic data, no censoring)
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N =500,

predicted versus true regression coefficients
(synthetic data, no censoring)
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N = 500,
predicted versus true regression coefficients
(synthetic data, no censoring)

p/N = 0.40

1.5

05




Bad news

Overfitting more dangerous

than finite sample noise ...
we always inflate associations
(whether positive or negative)

Good news

Unlike pure noise,
deterministic bias may be predictable ...

New possibilities, roadmap for research ...

> Predict asymptotic impact of overfitting, in terms of

—ratio p/N
— correlations among covariates
— true association strengths 3

» Overfitting correction of Cox parameters
— reliable regression at ratios p/N~0.5 or more?



Association ‘inflation’ independent of true base hazard rate ...

N = 400,
Gaussian association pars,

(52) = 0.25



A(t) =1 M) = a/Vi

Aty A

Base hazard rates underestimated for short times,
and over-estimated for large times ...

p/N =0.05,0.15,0.25,0.35,0.45,0.55
(lower to upper curves)

Gaussian association pars, (33) = 0.25,
N = 400, average event time (t) = 1



Intuition for the problem ...

» Overfitting in ML regression
assumed model: pg
GML = argmaxe ,D(D|0) = argmine D(f)”po)

plt.2) = Soo(t-a(z-z).  D(ploy) = Jataz b zy10[ £

ML regression: move p(t|z, 8) towards p(t|z)

true pars: 60*
» fixed d: limy_ oo P(t, 2) = p(t, 2|0%), SO Ow = 0*
» d=0O(N): limnooo P(E,2) # p(t,2]60%) ...

> Barrier to overfitting theory

want: study relation between Oy (D) and 6*, for d=O(N)
need: formula for Om.(D) ...



Replica analysis of overfitting in PH regression
The basic ideas



The basic ideas

Step 1 - define a suitable overfitting measure

> Let pg~ be empirical distr of (t, ),
for data with true pars 6*

note that . .
Ov. = argming D(Pg+||pg)
0=6": D(pg-|lpg) = D(bg~llpg+) <« not zero!
Define:
E(6",D) = me D(pg+Ipg) — D(Pg-lPg*)
E(6*,D) > 0: underfitting

E(6*,D) = 0: optimal fitting
E(6%,D) < 0: overfitting

» Typical behaviour

E6") = <E(0*, ®)>D

= (e S rea [5G0,



Step 2 - eliminate minimisation over 8

> Laplace identity

(steepest descent)
.0 v o JdX 7™f(x) _
WIL}I‘]’]Oo ai'y |Og dxe = WIL}I‘]’]Oo W = maXy f(X)

use in reverse:
E@) = (mn{y3 0o Co il
- e Ses [0

— — lim l<7|og /dg o7 109 [p(r,\z,-,9>/p(r,-|zi,0*)]>

y—oo N

_ 10 p(tlz,
= - lim 1o 'og/wa sz,

D

interpretation:
stochastic minimisation, with noise ~ 1/~



Step 3 - enable averaging over D
» Replica method 1 n 1 n
logZ) = lim —log(Z") = lim —lo Z
(tame the log ...) (log 2) n—0n 9(2%) o n %9 < E >

— evaluate for integer n,
— analytical continuation to non-integer n
> Application
E@) = —m g (o [ d"H Hiiaad) Do
- gt e ([ foo TTZG2TT),
= ‘V'Lmoon'@o/va*bg/ d8'...a8"( HH[ ?,';ﬂ DD

y—00 n—0 N

O



Track record of the replica method
(Marc Kac, 1968)

heterogeneous stochastic systems in physics,

biology, computer science, economics, ...
> disordered magnets (Sherrington & Kirkpatrick, 1975, Parisi, 1979)
» attractor neural networks (Amit, Gutfreund & Sompolinsky, 1985)
» solution space of binary classifiers (Gardner, 1988)

since then:

satisfiability & optimisation problems,
error-correcting codes, minority games, 20t
eigenvalue spectra of random graphs,
machine learning, protein folding,

. . 15 ac(K)
immunology, compressed sensing, ... N/d

Gardner

theory 05 | .

for binary massive

classifiers | |overfitting = ‘
0 2 3 4 5

1
classification margin
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Translation to Cox’s model

p(tlz,8) — p(t|z, A, B) = A(t) B2/ VP-NDew(B-2/\D)
t
Aty = [ dt’ Xt
(= [ at x0)

» Defns, short-hands
p(z) = (27) V2 2 p(t]e, \) = A(t)esNO O

27-I *\2 * 7ﬂ
S —B(ﬁ ) 5 A —/\07 a—N
> Insert, work out,
take N — oo:
E(S, ) =— lim lim 1gextr { an[1+log(2m)] + 1a|og Det(C")
’ y—oen=0 Ny ACAL A 12 2
dy e~ ty-€ P(t]ya; Aa) \7
lo dt p(t|yo, A —
* g/\/ 2r)*+1DetC Ptlyo O)H (P(t|}/0,)\o)> }
C:  (n+1)x(n+1), Ca=(3*8°/p), ab=0...n

C': nxn, 2 = Cav—Ca0Cob/Cho, a,b=1...n
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Replica symmetric solution

If solution space connected:

saddle-point symmetric under all permutations of {1,..., n}
S2 Co - . Co
Co C . c
C= c C c |, Aa(t) = A(t) YVa=1...n
C C c C
interpretation:

&= lm L8 ((B)o, c=lm L(B2s, C= lim L((B)o

p—oo 0 p—oo 0 p—oo 0

Insert into formulae,

diagonalise C and C’, manipulations, integrations,
take the limitn — 0 ...

take the limit v — oo ...
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Resulting asymptotic prediction

E(S,N) = /dt p(t)log [AO((I;)] _
(1+2° ) 1 - */DZDYO /dl‘p t\Syo,/\o)W( o +W,Vo+vz/\(t)>]

Dz = (2r) /2e" 3% dz,
W(z): Lambert W-function,
U, v, w, \(t) to be solved from

) 2
<V2 _ /Dszo /dl‘ p(l‘|Syo,)\0)[a2_ W(azeu2+w}’o+v2/\(t))}
(U eu +W,V0+Vz/\ )
DzDyy [ dt p(t|Syo, A
/ yo/ p(t[Syo 0)1 JrW(uzeu2+wyo+vz/\(1‘))

0 — / DZDyo yo / dt p(1]Syo, Ao) W (B2 02 (1))
M B / /oo , , (U eu +Wy0+vz/\(t/))
O DzDyo t dt’ p(t'|Syo, Mo) NG



interpretation:
A= {18 - (00 ) W=

link with data clouds:

slope: k=w/S
width: o =v/\/p

special limits for ¢ = p/N: . L

¢—0: no overfitting, v—0, w—S, A(t)— ()
¢—1: phase transition, v,w— oo

main numerical challenge:

- W (LRl +Wo+tvzp (¢
% = /DZD}/o/t dt’” p(t'|Syo, M) (@ eaz/\(t/) ©)
t>1: log A(t) = plog Mo(t) + (1-p) log(log Ao (1)) + ...

p= %(1+W)



Variational approximation

100

No(f)=1

> (i) substitute ansatz A(t) = kA§(t) into extremization problem,
(i) work out variational eqns for &, v, w, k, p,
(iii) solve numerically, gives p = w/S

» final theory:
three coupled nonlinear eqns for (w, p, U7)



numerical solution |(§=1.0)

of variational eqns (8=0.5)

lines: predictions of variational theory
markers: simulations (N=200), for S=0.5 (0) and S=1 (D)



Mo(t)=a/Vt

width o and slope « of data clouds lines: variational theory
forS=0.5and () =1 o: N =200
x: N =400



A(t)=1 At)=a/Vt
O uncorrected 0T uncorrected
05 05
ﬂ# 0.0 0.0
05 05

A(tS:a)ﬁ ‘

[ corrected

A(t) =1
[ corrected

/

overfitting correction of inflated association parameters
using slope predicted by variational theory.
N = 200, p = 80, (55) = 0.25



)\o(t)‘:1

integrated base hazard rates
for( =0.1,0.2,0.3,0.4,0.5

all cases: S=0.5and (f) =1

dashed: variational theory
solid: simulations with N = 400



S/vp=4 7| | s/vp=5
ABO=a/Vt g "I Aty=a/Vi

Large values of p/N and (52):
replica symmetry breaking
(disconnected solution spaces)

all cases: N=500, (=p/N=04




Discussion

>

Overfitting in Cox regression causes predictable bias

(i) inflation of association parameters
(i) hazard rates: underestimated (t small), overestimated (¢ large)

Analytical approach to model overfitting
based on statistical mechanics (replica method)

Replica symmetric theory:

exact equations: {i, v, w, A(t)}, nontrivial to solve numerically
variational approximation: {1, w, p}, easy to solve numerically

predictions of variational theory: quite good,
reliable basis for overfitting corrections

Next
» Generalize to correlated covariates v’ v/
Include censoring v/
Analysis of exact equations (no variational approx)
Associations for which - 8,2, is not Gaussian
Roll out overfitting correction protocols for Cox regression

vvyyypy

Thank you!
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