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Torsional x

Motivation 
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• Non linear control 
• More realistic model                 for x,y,z direction
• With 6 independent motors
• Using machine learning approaches

• Model based(me)
• Model free with 3 motors (Henrique)  
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Algorithm 
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Feed forward model
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NARX model is a dynamic recurrent 
neural(RNN) network that encloses several 
layers with feedback connections,
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Trajectory Optimization- model 
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Trajectory Optimization
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Feed forward model learning -dataset 
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● 20M samples(random saccades)
● Covers the entire workspace uniformly
● Frequency is 1 ms
● Continues movement of the eye
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Feed forward model learning   
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NARX network model
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Simulation results
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Optimized trajectory for saccade [x,y,z]=[0, 13.68, -24.81]
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Simulation results-listing’s plane 
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rotation vector

120 saccades.
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• The model learned a nonlinear system 
with 6 independent motor

• High Computational cost for new eye 
movement (trajectory optimization)

Conclusions
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Thank you for your attention.


