Electrical stimulation in a spiking neural network model of monkey superior colliculus
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Abstract

The superior colliculus (SC) generates saccades by recruiting a population of cells in its topographically organized motor map. Supra-threshold electrical stimulation in the SC produces a normometric saccade with little effect of the stimulation parameters. Moreover, the kinematics of electrically evoked saccades strongly resemble natural, visual-evoked saccades. These findings support models in which the saccade vector is determined by a center-of-gravity computation of activated neurons, while trajectory and kinematics arise in brainstem-cerebellar feedback circuits. Recent single-unit recordings, however, have indicated that the SC population also specifies the instantaneous saccade kinematics, supporting an alternative model, in which the saccade trajectory results from dynamic summation of movement effects of all SC spike trains. Here we reconcile the linear summation model with stimulation results, by assuming that the electric field directly activates a relatively small set of neurons around the electrode tip, which subsequently sets up a large population response through lateral synaptic interactions.
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1 Introduction

The midbrain superior colliculus (SC) is an important common terminal for cortical and subcortical inputs involved in saccade generation, and specifies a gaze-displacement command for downstream eye-head motor circuitries (Moschovakis et al., 1998; Robinson, 1972; Scudder, 1988). It contains a topographic map of
saccade vectors, in which amplitude is represented logarithmically along its rostral-caudal axis, and saccade direction maps roughly linearly along the medial-lateral axis (Ottes et al., 1986; Robinson, 1972).

Each saccade is associated with a translation-invariant Gaussian population, the center of which corresponds to the site of the saccade vector in the map (Ottes et al., 1986; Van Opstal et al., 1990). It is assumed that each recruited neuron encodes a tiny movement contribution, determined by its location in the motor map, and by its activity.

Two competing models have been proposed for decoding this population: weighted averaging of the cells’ vector contributions (Lee et al., 1988; Port and Wurtz, 2003; Walton et al., 2005) vs. their linear summation (Goossens and Van Opstal, 2006, 2012; Van Gisbergen et al., 1985):

\[ S_{AVG} = \frac{\sum_{k=1}^{N} f_{n,k} \Delta \theta_{n,k}}{\sum_{n=1}^{N} \Delta \theta_{n}} \]  

versus

\[ S_{SUM}(t) = \sum_{n=1}^{N} \sum_{k=1}^{K_n < t} \delta(t - \Delta \theta_{n,k}) \mathbf{m}_{n} \]  

\( N \) is the number of active neurons in the population, \( K_n < t \) is the number of spikes from neuron \( n \) up to time \( t \), \( f_{n,k} \) is mean firing rate, and \( \Delta \theta_{n,k} \mathbf{M}_{n} \) is the saccade vector encoded at the SC site of cell \( n \); \( \mathbf{m}_{n} = \xi \mathbf{M}_{n} \) is the tiny contribution of cell \( n \) in the direction of \( \mathbf{M}_{n} \) for each of its spikes (the cell’s “spike vector”); \( \xi \) is a fixed scaling, \( \delta(t - \Delta \theta_{n,k}) \) the \( k \)'th spike of neuron \( n \) fired at time \( \Delta \theta_{n,k} \).

The vector-averaging scheme only specifies the amplitude and direction of the saccade vector, and places the SC motor map outside the kinematic control loop of its trajectory. The nonlinear amplitude-peak velocity relationship of saccades is thus generated by dynamic feedback circuits in brainstem-cerebellar pathways (Jürgens et al., 1981; Lee et al., 1988; Lefèvre et al., 1998; Quaia et al., 1999; Robinson, 1975).

In contrast, the linear spike-vector summation model encodes the full kinematics of the saccade trajectory at the level of the SC motor map through the temporal distribution of all spikes in the population (Goossens and Van Opstal, 2006, 2012). As a result, the instantaneous firing rates of all neurons together encode the saccadic velocity profile.

Clearly, the models of Eqs. (1a) and (1b) cannot both be right. Yet, each is supported by different lines of evidence. For example, micro-stimulation with rectangular current pulse-profiles produces fixed-vector E-saccades with normal kinematics that remain invariant to changing stimulation parameters (Katnani and Gandhi, 2012; Robinson, 1972; Van Opstal et al., 1990; Stanford et al., 1996). The vector-averaging scheme can readily account for this, since the center of gravity of the population only specifies the saccade vector. However, although
the vector-averaging model also predicts the observed pattern of saccadic dysmetrias to focal reversible lesions, it fails to explain the concurrent substantial slowing of saccades (Lee et al., 1988). As this latter observation is accounted for by the linear summation model (Goossens and Van Opstal, 2006), it further supports the idea that the SC population encodes both the saccade-vector and its kinematics.

Micro-stimulation experiments have also shown that at low current strengths, around threshold, E-saccades become smaller and slower than main sequence (Van Opstal et al., 1990; Katmani and Gandhi, 2012). These results do not follow from vector averaging either, but are explained by dynamic summation.

Clearly, if stimulation would produce a population profile that mimics the imposed rectangular current pulse (as is typically assumed), the summation model would generate severely distorted saccade-velocity profiles. Yet, little is known about the actual activity profiles in the motor map during micro-stimulation, as neural recordings during stimulation are not available, or remain obscured by large artifacts.

Two factors determine neuronal activation by micro-stimulation: (1) direct (feed forward) current stimulation of cell bodies and axons, and (2) synaptic activation through lateral (feedback) connections among the neurons in the motor map. How each factor contributes to the population activity is not known. It is conceivable, however, that the electric field drops rapidly with distance from the electrode tip, so that a relatively small number of neurons would be directly stimulated by the electrode.

Indeed, two-photon imaging in frontal eye fields (FEF) revealed that only a sparse set of neurons was activated directly around the immediate vicinity of the stimulation site (Histed et al., 2009), suggesting that the major factor may be synaptic transmission.

We recently constructed a spiking neural network model with lateral interactions in the SC that explains the single-unit activity patterns around saccades (Kasap and Van Opstal, 2017). It accounts for the observed firing rates of collicular cells (Goossens and Van Opstal, 2006, 2012) in response to neural input from upstream sources (e.g., FEF). This paper provides a brief overview on how the model might cope with the effects of electrical micro-stimulation (see Kasap and Van Opstal, 2019, for a full account).

## 2 Methods and results

### 2.1 Afferent mapping

The afferent mapping function maps the target \((R, \phi)\), in visual space, to the anatomical coordinates, \((u, v)\) (in mm), of the SC motor map (Ottès et al., 1986). We here simplified this mapping by the complex logarithm:

\[
   u(R) = B_u \cdot \ln(R) \quad \text{and} \quad v(\phi) = B_v \cdot \phi
\]  

\(2\)
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with \( B_u = 1.0 \) mm and \( B_v = 1.0 \) mm/rad (isotropic map). Thus, the infinitesimal movement contribution, \( \mathbf{m} = (m_x, m_y) \), of a single spike at site \((u, v)\) to the eye movement (Eq. 1b) is given by the scaled efferent mapping:

\[
m_x = \zeta \cdot \exp(u) \cdot \cos(v) \quad \text{and} \quad m_y = \zeta \cdot \exp(u) \cdot \sin(v)
\]  

(3)

2.2 Network characteristics

We constructed a 2D spiking neural network model as a rectangular grid of \(201 \times 201\) neurons (e.g., Fig. 3A), and simulated the network dynamics in C++/CUDA (Nickolls et al., 2008). In the simulations we employed dynamic parallelism to accelerate spike propagation on a GPU (Kasap and Van Opstal, 2018).

Neurons were modeled as adaptive exponential integrate-and-fire (AdEx; Brette and Gerstner, 2005), which reduces the Hodgkin-Huxley equations to two state variables: membrane potential, \(V(t)\), and adaptation current, \(q(t)\). The neuronal dynamics are determined by two coupled, nonlinear differential equations and a spiking-reset (Fig. 1B). For neuron \( n \):

\[
C \frac{dV_n}{dt} = -g_L(V_n - E_L) + g_L \eta \exp \left( \frac{V_n - V_T}{\eta} \right) - q_n + I_{inp,n}(t)
\]  

(4a)

\[
\tau_{q,n} \frac{dq_n}{dt} = a (V_n - E_L) - q_n
\]  

(4b)

\[
att = \tau_{spk} : V(\tau_{spk}) \rightarrow V_{rst} \quad \text{and} \quad q(\tau_{spk}) \rightarrow q(\tau_{spk}) + b
\]  

(4c)

with \( C \) the membrane capacitance, \( g_L \) the leak conductance, \( E_L \) the leak reversal potential, \( \eta \) a slope, \( V_T \) the neural spiking threshold, \( V_{rst} \) the reset potential, \( \tau_{q,n} \) the adaptation time constant, and \( a \) the sub-threshold adaptation constant. Fig. 1C shows the response patterns of three AdEx neurons to different input currents and membrane properties.

In Eq. (4a), \( I_{inp,n} \) is the neuron’s total synaptic input current, provided by the lateral interactions with other neurons, and the externally applied micro-stimulation current (Fig. 1A):

\[
I_{inp,n}(t) = g^{exc}_n(E_e - V_n(t)) + g^{inh}_n(E_i - V_n(t)) + I_E(u_n, v_n, t)
\]  

(5)

The lateral synaptic connections of neuron \( n \) with other neurons in the map are described by a Mexican-hat profile (Trappenberg et al., 2001), with local \((\sigma_{exc})\) excitatory and global \((\sigma_{inh})\) inhibitory projections \((\sigma_{exc} > \sigma_{inh}; \text{Fig. 2B})\). This profile has an overall synaptic scaling factor, \( s_n \), depending on a cell’s location (Fig. 2A). Neurons thus underwent strong short-range excitatory and weak long-range inhibitory influences through a dynamic soft winner-take-all mechanism. The “winner” governs the activity patterns of all other active neurons, inducing spike-train synchronization in the population (Goossens and Van Opstal, 2012; Kasap and Van Opstal, 2017; Fig. 2C).
FIG. 1
(A) Schematic representation of an AdEx spiking SC neuron; two tuning parameters, $s_{in}$ and $\tau_a$, determine its spiking behavior. (B) Phase plot (membrane potential vs. adaptive current) of the neuronal response (with $\tau_a = 52.4$ ms) to micro-stimulation ($I_b = 250$ pA, $D_s = 125$ ms). $V_T$ and $q$-nullclines are fixed-point trajectories of Eq. (4a) and (4b). Spike occurrences are indicated by arrows. (C) Responses of three model neurons ($\tau_q = 84.6$ ms, $\tau_q = 70.95$ ms, and $\tau_q = 52.4$ ms) to micro-stimulation at different current strengths (colored traces; $D_g = 125$ ms).
FIG. 2

(A) Result of tuning the site-dependent parameters in the model: $\tau_{0,n}$ (green line) and $s_n$ (blue line), as function of $u$. (B) Lateral-interaction profile in the network, for a neuron in the center of the motor map. (C) Result of simulated saccades for two situations: without lateral interactions (green) and with lateral interactions (blue). The latter saccades are considerably faster, because of synchronization of neural activity in the population with the most-active neuron (see Fig. 3B).
2.3 Current spread
We applied electrical stimulation with an external current, centered around \([u_E, v_E]\), with an exponential spatial decay of the effective electric field:

\[
I_E(u, v, t) = I_0 \cdot \exp \left( -\lambda \cdot \sqrt{(u - u_E)^2 + (v - v_E)^2} \right) \cdot P(t)
\]

(6)

with \(\lambda\) (mm\(^{-1}\)) the spatial decay constant, \(I_0\) the current intensity (in pA), and a rectangular stimulation pulse, \(P(t)\), with duration \(D_S\).

2.4 Network tuning
Intrinsic biophysical properties of the neurons were enforced by systematically varying the adaptation time constant, \(\tau_{a,n}\), and the synaptic weight-scaling parameter, \(s_n\). By tuning these two parameters, we accounted for the systematically changing firing properties of SC cells along the rostral-caudal axis of the motor map, while keeping a fixed number of spikes for the neurons’ preferred saccades across the map. We used a genetic algorithm to find appropriate location-dependent \([\tau_{a,n}, s_n]\) pairs for the neurons, to ensure a fixed number of spikes per neuron under a given micro-stimulation condition, and the subsequent excitation profile through the lateral interactions (Fig. 3A). All parameters are summarized in Appendix.

2.5 Micro-stimulation
Fig. 3A–C shows the effect of micro-stimulation at a caudal location in the motor map, yielding an oblique saccade with an amplitude of 31 deg. The size of the resulting population is very similar to that of a visual stimulus (\(\sigma_{\text{top}} = 0.5\) mm; Kasap and Van Opstal, 2017), and also the number of spikes elicited by the cells (\(N = 20\) for the central cell, see color bar) corresponds to the normal condition. The peak firing rates of the neurons reached a maximum of about 450 spikes/s, with burst durations up to about 70 ms. The saccade reached a peak velocity of \(\sim 900\) deg/s, while horizontal and vertical velocity profiles have identical shapes, indicating a straight oblique trajectory.

2.6 Kinematics
Fig. 4A and B presents E-saccades for nine stimulation sites along the horizontal meridian. Note that saccade duration increases with saccade amplitude, and that peak eye velocity shows a less than linear increase with saccade size. The nonlinear, saturating main sequence of these E-saccades is shown in Fig. 4C. We also verified that the saccades remained invariant to a wide range of stimulation parameters, which is illustrated in Fig. 4D. Around the threshold (around 80 pA), the peak velocity decreased substantially, but without affecting E-saccade amplitudes (not shown).
FIG. 3

(A) Spike counts in the motor map from the recruited population to micro-stimulation at \((u_c, v_c) = (3.2, 0.5)\) mm. (B) Burst profiles of the model neurons (at 0.1 mm intervals from the central cell along the u-direction) portray synchronized population activity. (C) Eye displacement and eye velocity from linear dynamic ensemble-coding (Eq. 1b; horizontal (green), vertical (yellow), and vectorial (purple) traces).

3 Discussion

The linear ensemble-coding model of Eq. (1b) (Goossens and Van Opstal, 2006; Van Gisbergen et al., 1987; Van Opstal and Goossens, 2008) is inconsistent with micro-stimulation results, when it is assumed that (i) a rectangular stimulation input profile (Eq. 6) directly imposes the firing patterns on the neural population, and (ii) neurons are independent, without synaptic interactions.

We here argued that these assumptions are neither supported by experimental observations, nor do they incorporate the possibility that a major factor determining the recruitment of SC neurons is caused by synaptic transmission within the motor map, rather than by direct activation through the electrode’s electric field. We
FIG. 4

(A) Eye-displacement traces for nine horizontal E-saccades, elicited with $I_0 = 150 \text{pA}$, $D_0 = 100 \text{ms}$ at different sites in the motor map. (B) Eye-velocity profiles for the position traces in A. Note the clear increase in saccade duration, and the sublinear increase of peak eye-velocity with saccade amplitude. (C) A nonlinear, saturating main sequence, despite fully linear weighting of SC spike vectors (Eq. 1b). (D) Above 125 pA, saccade kinematics remained invariant for a large range of stimulation strengths. Near threshold (~80 pA), they became markedly slower.
implemented circular-symmetric, Mexican-hat like interactions in a spiking neural network model of the SC motor map and assumed that the current profile from the electrode rapidly decreased with distance from the electrode tip. As a consequence, only neurons in the direct vicinity (<0.1 mm) of the electrode were activated by the external electric field (Histed et al., 2009), insufficient to generate the saccade according to spike-vector summation (Eq. 1b).

Once neurons were recruited by the stimulation pulse, however, local excitatory synaptic transmission among nearby cells rapidly spread the activation to create a neural activity pattern which, within 10–15 ms, was dictated by the bursting dynamics of the most active central cells in the population (Fig. 3B, top). As a result, all cells synchronized their peak firing rates, and burst shapes within the population were highly correlated. Similar response properties have been reported in recordings for natural, sensory-evoked saccades (Goossens and Van Opstal, 2012). According to the dynamic spike-summation model (Eq. 1b), such high level of neuronal synchronization ensures an optimally strong input to the brainstem saccadic burst generator to accelerate the eye with the maximally possible innervation.

### 3.1 Network tuning

The lateral excitatory-inhibitory synaptic interactions, in combination with the site-dependent tuning of the neurons’ biophysical parameters (Fig. 2A), ensured three important aspects of collicular firing patterns observed during saccade execution: (i) they set up a large, but limited, population of cells, invariant across the SC motor map, in which the total activity (quantified by the number of spikes elicited by the recruited cells) can be described by a circular-symmetric Gaussian with a width (standard deviation) of approximately 0.5 mm, (ii) the temporal firing patterns of the central cells (their peak firing rate, burst shape, and burst duration) depend uniquely on their location in the motor map, while the number of spikes in the burst remains invariant across the map, and for a wide range of micro-stimulation parameters, and (iii) already within the first couple of spikes, the recruited neurons all became synchronized throughout the population, in which the most active cells (those in the center) determined the spike-density profiles of all the others.

### 3.2 Network normalization

Only close to stimulation threshold, the evoked activity remained much lower than for supra-threshold stimulation currents, leading to excessively slow eye movements (Fig. 4D), starting at a longer latency. Similar results have been reported for micro-stimulation experiments (e.g., Katnani and Gandhi, 2012; Van Opstal et al., 1990). The peak eye-velocity of our model saccades followed a psychometric curve as function of the applied current strength (Fig. 4D), whereas the kinematics of eye movements evoked near-threshold became much slower than main sequence. This property is readily predicted by the linear spike-vector summation model (Eq. 1b), but does not follow from center-of-gravity computational schemes (like Eq. 1a), in which the activity patterns themselves are immaterial for evoked saccade kinematics.
Conceptually, the lateral interactions serve to normalize the population activity, and to synchronize neural activity across cells. As a result, the total number of spikes emanating from the SC population is constant across the motor map for a large range of (sensory or electrical) stimulation parameters. The nonlinear normalization of Eq. (1b) is thus automatically implemented through the intrinsic organization of the SC network dynamics, and does not require an additional downstream “spike-counting” mechanism to terminate the saccade, as suggested earlier by Van Opstal and Goossens (2008) (but see, e.g., Van Opstal and Van Gisbergen, 1989a).

Although other network architectures, relying, e.g., on presynaptic inhibition across the dendritic tree, can accomplish normalization of the population and implement vector averaging (Carandini and Heeger, 1994; Groh, 2001; Van Opstal and Goossens, 2008; Van Opstal and Van Gisbergen, 1989a,b), anatomical evidence to support such nonlinear mechanisms is lacking. We here showed that simple linear summation of the effective synaptic inputs at the cell’s membrane, which is a well-recognized physiological mechanism of basic neuronal functioning, can implement such normalization when it is combined with excitatory-inhibitory communication among the neurons within the same, topographically organized structure. Such a simple mechanism could suffice to ensure (nearly) invariant gaze-motor commands across a wide range of competing neuronal inputs.

3.3 **In conclusion**

The spatial dependence of the lateral excitatory-inhibitory synaptic interactions and the adaptation time constants of collicular neurons in the collicular motor map (Fig. 2A), betrays a neural organization that aims to optimize speed-accuracy trade-off for saccades (Harris and Wolpert, 2006). As emerging properties of our linear model, cells in the neural population synchronize their bursts to provide a maximally effective pulse to the brainstem saccadic circuitry (Goossens and Van Opstal, 2012), and oblique saccades follow straight trajectories with saccade-component cross-coupling (Smit et al., 1990). Because of the simple linear population read-out (spike-vector summation), there is no need for either a nonlinear weighting mechanism of the SC population, like vector averaging (Walton et al., 2005), a nonlinear threshold mechanism in a putative downstream spike counter (Goossens and Van Opstal, 2006), or presynaptic inhibition (Carandini and Heeger, 1994; Groh, 2001). Furthermore, because in the model the saccade kinematics are encoded by the spatial gradient in the SC motor map, the nonlinear saturating burst generators in the brainstem (Harris and Wolpert, 2006; Jürgens et al., 1981; Van Gisbergen et al., 1981) may, in fact, operate as linear component pulse generators.

We here investigated the neural population dynamics, by assuming that micro-stimulation merely provides direct electrical input to a small group of cells near the electrode. Due to the lateral interactions, the population rapidly grows to an activity profile that is virtually indistinguishable from the visual-evoked condition. As described in our accompanying paper (Van Opstal and Kasap, 2019; this volume), this simple organization may be readily extended to the full eye-head gaze-control system.
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Appendix: Parameter values used in the simulations

<table>
<thead>
<tr>
<th>Micro-stimulation parameters</th>
<th>Spatial decay constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$10\text{mm}^{-1}$</td>
</tr>
<tr>
<td>$I_0$</td>
<td>$150$ (40–280) pA</td>
</tr>
<tr>
<td>$P(t)$</td>
<td>$I_0$ for $0 &lt; t &lt; D_S$</td>
</tr>
<tr>
<td>$D_S$</td>
<td>$100$ (25–250) ms</td>
</tr>
<tr>
<td>Neuronal parameters</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>$600$ pF</td>
</tr>
<tr>
<td>$g_L$</td>
<td>$20$ nS</td>
</tr>
<tr>
<td>$E_L$</td>
<td>$-53$ mV</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$2$ mV</td>
</tr>
<tr>
<td>$V_T$</td>
<td>$-50$ mV</td>
</tr>
<tr>
<td>$V_{peak}$</td>
<td>$-30$ mV</td>
</tr>
<tr>
<td>$V_{reset}$</td>
<td>$-45$ mV</td>
</tr>
<tr>
<td>$a$</td>
<td>$0$ nS</td>
</tr>
<tr>
<td>$b$</td>
<td>$120$ pA</td>
</tr>
<tr>
<td>$\tau_{a,n}$</td>
<td>$100$–300 ms</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>$5.087 \times 10^{-5}$</td>
</tr>
<tr>
<td>Synaptic parameters</td>
<td></td>
</tr>
<tr>
<td>$E_{exc}$</td>
<td>$0$ mV</td>
</tr>
<tr>
<td>$E_{inh}$</td>
<td>$-80$ mV</td>
</tr>
<tr>
<td>$\tau_{exc}$</td>
<td>$5$ ms</td>
</tr>
<tr>
<td>$\tau_{inh}$</td>
<td>$10$ ms</td>
</tr>
<tr>
<td>Lateral connectivity parameters</td>
<td></td>
</tr>
<tr>
<td>$\bar{w}_{exc}$</td>
<td>$45$ pS</td>
</tr>
<tr>
<td>$\sigma_{exc}$</td>
<td>$0.4$ mm</td>
</tr>
<tr>
<td>$W_{inh}$</td>
<td>$14$ pS</td>
</tr>
<tr>
<td>$\sigma_{inh}$</td>
<td>$1.2$ mm</td>
</tr>
<tr>
<td>$S_{\eta}$</td>
<td>$0.0112$–$0.0147$</td>
</tr>
</tbody>
</table>
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