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This paper describes the effect of spectro-temporal factors on human sound localization
performance in two dimensioni2D). Subjects responded with saccadic eye movements to acoustic
stimuli presented in the frontal hemisphere. Both the horizdatzinuth and vertical(elevation

stimulus location were varied randomly. Three types of stimuli were used, having different
spectro-temporal patterns, but identically shaped broadband averaged power spectra: noise bursts,
frequency-modulated tones, and trains of short noise bursts. In all subjects, the elevation
components of the saccadic responses varied systematically with the different temporal parameters,
whereas the azimuth response components remained equally accurate for all stimulus conditions.
The data show that the auditory system does not calculate a final elevation estimate from a
long-term(order 100 msintegration of sensory input. Instead, the results suggest that the auditory
system may apply a “multiple-look” strategy in which the final estimate is calculated from
consecutive short-terrforder few m$ estimates. These findings are incorporated in a conceptual
model that accounts for the data and proposes a scheme for the temporal processing of spectral
sensory information into a dynamic estimate of sound elevation.1988 Acoustical Society of
America.[S0001-496608)03005-7

PACS numbers: 43.66.Qp, 43.66.Ba, 43.66.\®D]

INTRODUCTION of the pinna was altered artificially, resulting in a degraded
localization performancéGardner and Gardner, 1973; Old-
Human auditory localization depends on implicit binau-field and Parker, 1984bIn other studies, manipulation of
ral and monaural acoustic cues. Binaural cues arise throughe sound spectra and the resulting effects on elevation lo-
interaural differences in sound levgLD) and timing(ITD) calization could be related to spectral features in the pinna
that relate in a simple way to the horizontal component offilters (e.g., Middlebrooks, 1992; Butler and Musicant,
sound direction relative to the head. The auditory system]993.
however, cannot distinguish, from these cues, between all The features in the spectral pinna filter, or head-related
source positions with the same horizontal component that ligransfer functionfHRTF), are believed to carry the informa-
on the so-called “cone of confusion.” Due to the front—back tion about sound locatioriKistler and Wightman, 1992
symmetry of the ITD and ILD cues, a sound azimith Yet, a fundamental problem arises in the processing of these
estimate provided by these binaural cues is therefore anfeatures into estimates of sound locati@takarouskas and
biguous(e.g., Blauert, 1996; Wightman and Kistler, 1992 Cynader, 1993; Hofman and Van Opstal, 199 the level
Monaural cues consist of direction-dependent linearof the eardrums, the available spectryrfw;rs), associated
spectral filtering caused by the torso, head, and pinnae. Incwith the source positionys=(ag,€s), results from the
dent waveforms are reflected and diffracted in a complex andource spectrun¥(w), filtered by the particular direction-
direction-dependent way, which typically gives rise to strongdependent HRTH(w;rg):
enhancement and attenuation at particular frequency bands
(Hebrank and Wright, 1974; Shaw, 1974; Mehrgardt and  Y(@:T9)=h(w;rs)-x(w) @
Mellert, 1977; Middlebrooket al, 1989; Lopez-Poveda and

) k with w the frequency in octaves. In principle, the auditor
Meddis, 1996. These cues are essential for elevatienlo- ® g y P P y

lizati di vina front—back ambiquiti Bat system has no knowledge about the relative contributions of
ca |za1|32;nM N reso vmg Er)onl B iggijl'gu' (esg.,%a " neitherh(w;rg) nor x(w). Yet, it is necessary to minimize
teau, » Musicant and Butler, ; Blauert, 19 the source influences in order to recognige;rs) and thus

. T_he relation bet_wet_an the pinna geom_etry and th‘_?determine the positiom,g (mainly elevation and front—back
direction-dependent filtering has been shown in both eXpe”éngIe, as left—right angle is determined predominantly from
mental and theoretical studi¢Batteau, 1967; Teranishi and binaural cues

Shaw, 1968; Han, 1994; Lopez-Poveda and Meddis, 1996
The actual importance of the filtering in two-dimensional posed, which suggest how this could be done. A possible
localization has been underlined by various behavioral exgq tion to this problem would be to make a priori assump-

periments. In some of these studies, the geometrical structufg) < about the sound source spectrum. It would enable the
auditory system to directly compare the incoming spectrum

3Electronic mail: paul@mbfys.kun.nl to the (stored HRTFs (e.g., Netiet al, 1992; Zakarouskas

So far, only a few computational models have been pro-
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and Cynader, 1993; Middlebrooks, 199Rleti et al. (1992 spectro-temporal aspects for sound localization in two di-
showed that a feed-forward neural network could be trainegnensions. To our knowledge, such data are not available in
to accurately extract the location of broadband noise on théhe current literature. In two experiments, the sensitivity of
basis of the spectral filter properties of the cat's pinna. Sincéhe localization process to short-term spectro-temporal varia-
the model was only trained with white noise, however, it istions was of interest. Localization to frequency-modulated
not clear how it withstands spectral variations. tones(“FM sweeps”) and trains of short-duration broadband
Zakarouskas and Cynadé&r993 proposed a model in bursts was measured. These stimuli had similar broadband
which the comparison between the cochlear spectrum anaverage power spectra, but fundamentally different spectro-
the HRTFs is based on spectral derivatives of first and sedemporal behaviors. In a third experiment, we estimated the
ond order(i.e., dy/dw, d?y/dw?). For a sound source spec- minimal time needed by the localization process to complete
trum that is locally constant, or has a locally constant slopeglevation estimation. To that means, localization to broad-
the model was shown to recognize essential spectral featur&and noise of various duratio3—-80 m$ was measured. In
of the underlying HRTF(specifically relevant peaks and a recent pilot study by Frens and Van Opst995, it was
notche$, and thus correctly extract the direction of the shown that localization performance systematically deterio-
sound. rates in elevation, but not in azimuth, when stimulus duration
In an alternative model, proposed by Middlebrooksof broadband noise bursts is shorter than 10 ms.
(1992, the sensory spectrum is compared with the HRTFs ~ Saccadic eye movements were used to quantify the re-
by computing a spectral correlation coefficient. This scheméponse accuracy. It enabled accurate measurerfwititén 1
suggested that localization is accurate if the source spectrufied of a very early spatial percepgbelow 200 mg for
is broadband and sufficiently flat, such that the sensory inpugtimuli presented within the oculomotor ran¢gb-deg ec-
maintains maximal correlation with the underlying HRTF of centricity range in all directions Subjects were tested under
the associated source position. entirely open-loop conditions, i.e., neither acoustic, nor vi-
In the latter two models, accurate localization relies onsual or verbal feedback was provided.
specific spectral constraints on the source spectrum. This as- The results of our experiments show a consistent and
sumption is supported by recent experimental results. On on@/stematic influence of spectro-temporal factors of the stimu-
hand, the auditory system appears to tolerate random vari&!s on the elevation component of the localization response
tions within the broadband sound spectrgerg., Wightman In all subjects tested. These findings will be discussed in
and Kistler, 1988 On the other hand, if relative variations in t€rms of a conceptual spectro-temporal model of human au-
the source spectrum become too large, localization can L@itory localization in two dimensions.
disturbed dramaticallye.g., Middlebrooks, 1992 It there-
fore remains unclear what the actual spectral constraints are. METHODS
So far, the majority of localization studies have applieda. subjects
stimuli with stationary spectral properties. Yet, natural . . ) o
sounds possess a high degree of nonstationarity. Although it S€ven male subjects participated in the localization ex-
is commonly accepted that spectral shape cues play an gheriments. Their ages ranged from 23 to 39 years. Subjects
sential role in elevation detection, it is as yet unknown how"V€re émployees and students of the department. Three of the

the auditory system applies the spectral analysis to nonst:i’-UbjeCtS(PH' ,‘]O’ and JGwere experienced i_n sound |ocal-
tionary sensory information. In addition, due to the funda-'Zation experiments, whereas the other subjects had no such

mental relation between the temporal and spectral domains,fﬁev'ous experience and were kept naive as to the purpose of

sufficiently high spectral resolution requires a minimal timet IS |nvest.t|gat|on. .Inexp:erlentced supjic;s V\{(tar:etrglventone OL
window over which the spectral estimation is integrated:w0 practice sessions 1o get acquainted wi € Selup an

Af-AT=constant. The temporal and spectral resolution_J,OC"’?Iization paradigm and to gaiq stable performance..AII
needed for adequate sound localization, however, are ngbeeCtS reported to have no hearing problems of any kind.

well known.

One possibility is that the sensory information is inte-
grated over a time scale of order, say, 100 ms to obtain an  Experiments were conducted in a completely dark and
average spectrum on which a spec{sflapé analysis can be sound-attenuated room with dimension<3x3 m. The
applied. If true, sounds with the same average power speavalls, floor, and ceiling were covered with acoustic foam,
trum on that time scale would be localized equally well: It that effectively absorbed reflections above 500 Hz. The room
would allow a considerable amount of freedom for the phaséad an A-weighted ambient background noise level of 30 dB
spectrum on that time scale. SPL.

An alternative possibility could be that the auditory sys- The orientation of the subject’s right eye was measured
tem applies a “multiple-look” strategy, in which elevation with the scleral search coil techniqu@ollewijn et al., 1975;
estimation is based on multiple, consecutive short-tesay,  Frens and Van Opstal, 1995 he oscillating magnetic fields
of order a few mpspectral analyses of the ongoing sensorythat are needed by this method were generated by two or-
information. This latter scheme would imply that the thogonal pairs of squareX33 m coils, attached to the room’s
spectral-temporal behavior of the stimulus on that short timedges: one pair of coils on the left and right walls generated
scale is also important. a horizontal magnetic fiel(BO kH2) and a second pair on the

In the present study, we specifically focused on theseeiling and floor created a vertical magnetic figdd kHz).

B. Apparatus
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peared to provide no localizable stimulus cues. This was ex-
perimentally verified with two subjects in a previous study
(Frens and van Opstal, 1905

A second potential source for response biases was the
speaker displacement between consecutive trials. Especially
if a new stimulus position is close to the position of the
previous trial, the subject might conclude a small displace-
ment of the speaker from the short duration of motor move-
ments. This potential problem was effectively resolved by
incorporating a random movement with a minimal displace-
ment of 20° for each engine and prior to each trial.

Two PCs controlled the experiment: a PC-386 and PC-
486 that acted as a master and slave computer, respectively.
The master PC was equipped with hardware for data acqui-
sition, stimulus timing and control of the LED hemisphere:
eye position signals were sampled with an AD-boévte-
trabyte DAS16 at a sampling rate of 500 Hz, stimulus tim-
ing was controlled by a digital 10 boar@ata Translation
DT2817 and the LEDs were controlled through a second
FIG. 1. Experimental setup for delivering acoustic stimuli at various spatiadigital 10 board(Philips 120.
locations. Two stepping motors, M1 and M2, independently control the The slave PC controlled the robot and generated the au-
rqtation anglesp, and ¢,, respectively. This const_ruction ensures a fixed ditory stimuli. It received commands from the master PC
distance from the speaker to the center of the subject’s @@sn) for any . . .
stimulus direction (. .c,). throlugh |ts.paraIIe_I port. Stimulus generation was done by

storing a stimulus in the slave’s RAM before a trial and, after
receiving a trigger from the timing board in the master PC,
passing it through a DA convertefData Translation

ing of a thin wire framework, covered with black silk cloth tI?]TZtt)}ZJ) dat a sz;lrr:jp_lirlg ou;pu':jrate Off.SO k?z. Lhte %ngut of
with 85 red light-emitting diodesLEDs) was used for cali- 'eh oar Was ed Ik;] 0a ano 2pf|ij_|s 'mé(rjozg_kl_" € $|.f. d
bration of the eye-coil measurements and for providing aVith a pass band between 0. zan z, amplihe

fixation light at the start of each localization trial. LED co- (Luxman A-33), and passed to the speaker.
ordinates are defined in a two-dimensional polar coordinat% Sound stimuli
system with the origin at the straight-ahead gaze direction.”
Target eccentricityRe[0,35] deg, is measured as the gaze Gaussian white nois€GWN), recorded from a function
angle with respect to the straight-ahead fixation positiongenerator (Hewlett—Packard HO1-3722A and passed
whereas target directio} € [ 0,360 deg, is measured in re- through a band pass filtdKrohn—Hite KH 3343 with pass
lation to the horizontal meridian. For exampies=0 (forany ~ band 0.2—-20 kHz flat within 1 dBwas used as a basis for
¢) corresponds to “straight ahead,” ant=0, 90, 180, and the noise stimuli. The speaker characteristic was flat within
270 deg(for R>0) correspond to ‘“right,” “up,” “left,” 12 dB between 2 and 15 kHz and was not corrected for. In all
and “down” positions, respectively. LEDs were mounted experimentgalso in each sessigrthe same broadband noise
at a distance of 85 cm from the subject's eye, atburst with a duration of 500 ms was included as the control
directions #=0,30,60,...,.330deg and at eccentricitiesstimulus. All stimuli had 1-ms sine-squared onset—offset
R=0,2,5,9,14,20,27,35 deg. ramps.
Sound stimuli were delivered through a broad-range  In experiment I(subjects BB, JO, PHthe test stimulus
lightweight speakef(Philips AD-44725 mounted on a two- set consisted of broadband noise of various duratibrs3,
link robot (see Fig. 1 The robot consisted of a base with 5, 10, 20, 40, and 80 nisee Fig. 2a)]. Each stimulus that
two nested L-shaped arms, each arm driven by a separateas presented within one session was drawn randomly from
stepping motofBerger Lahr VRDM35 with an angular reso- the recorded noise.
lution of 0.4 deg. It enabled rapi@vithin 2 s) and accurate In experiment ll(subjects JG, JR, PHthe test stimuli
positioning of the speaker at practically any point on a fron-were trains of 3-ms bursts with various duty cyclag,= 3,
tal hemisphere with a radius of 90 cm, the center of whichl0, 20, 40, 80 mgsee Fig. ?b)]. A duty cycle of AT ms
was aligned with the LED hemisphere’s center. To prevenmeans that the onsets of consecutive bursts wefems
spurious echoes, the robot was entirely coated with acoust@part. Each 3-ms burst of the train had been drawn randomly
foam. from the recorded noise. A single 3-ms burst stimuius.,
The robot's stepping engines produced some soundame as in experiment | with=3 mg was included as the
while moving which, at first sight, might be suspected tolimit caseAT=c. The total duration of each burst train was
provide additional cues with regard to the speaker positionabout 500 ms.
However, the first enginéVi1) always remained in place, at In experiment lll(subjects KH, PH, V{ the test stimu-
the left of the subject. The sound of the second endit2), lus set consisted of sweeps of various peri@de Fig. 2)].
that moved in the midsaggital plane above the subject, apnverse Fourier transformdN=64,128,...,2048 pointsvere

An acoustically transparent frontal hemisphérensist-
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noise burst, the sweep contains no silence periods throughout

Azo _— the whole stimulus duration. The sweep can be considered
gis &'u " 4 “broadband” if one regards a whole period, yet narrow band
g f}} on smaller time scales. Thus all stimuli have flat, broadband
' % ,}:& time-averaged power spectra, whereas the spectro-temporal
i 3’"‘%@ behavior is fundamentally different for the three stimulus
- 'Q&.;"L' : , types.
§°‘ m : o The control stimulus and all test stimuli had equal rms
L3 | : : ; values. For the burst trains this rms value refers to the non-
2 0 e (msoc) ® & silence periods. The A-weighted sound level at which the

stimuli were delivered was 70 dB, measured at the subject’s
head position(measuring amplifier Bl & Kjeer BK2610
and microphone Brl & Kjaer BK4144).

asm

Frequency (kHz)
S

D. Stimulus positions

In this paper, the coordinates of both the oculomotor
response and the sound source position are described in a
double-pole coordinate system, in which the origin coincides
Time (msec) with the center of the head. The horizontal component, azi-
c muth «, is defined by the stimulus direction relative to the

2 & vertical median plane, whereas the vertical component, el-

Power

8 b gy e e

B g s % 0 e
B[ e | e LAe

evatione, is defined by the stimulus direction relative to the
horizontal plane.

The stimulus positions were confined to 25 “boxes”
centered at azimutha=0,+13,+26 deg, and elevations
=0,+13,+26 deg[see, e.g., Fig. @)]. The dimensions of
each box were 8 de¢8 deg, limiting the total stimulus range
in both azimuth and elevation fo- 30,30 deg. Sets of 25

e (msec) stimulus positions were composed by randomly selecting a
position within each box. Already for one set, this selection

FIG. 2. Examples of the three stimulus types used in the localization exProcedure ensured a high degree of uncertainty in the stimu-
periments: a noise burst with=20 ms(a), a pulse train with T=20ms  lus position while maintaining a homogeneous distribution
(b) and an FM sweep witfi =20 ms(c). The graphs show the stimuli from over the oculomotor range. |mportant|y, the number of

20 ms before stimulus onset until 80 ms after stimulus onset. The Iarggtimulus positions could thus be limited for each stimulus
panels show the sonograms, which describe the spectro-temporal behavior

of the power spectrum; spectral power is coded by the gray scale, whergONdition, which was highly desirable as each experiment
bright corresponds to low power, dark to high power. The panels on thdhad seven different conditions.

right contain the time-integrated power sped@i on the same scgleFi-

nally, the lower panels show the stimulus waveforms.

[l

Frequency (kHz)
S

Pressure
o

1

38
°
gt
38

E. Paradigm

used to transform an amplitude spectrum, that was flat up to The eye position in a head-fixed reference frame was
16 kHz with a corresponding phase spectrum calculated aaised as an indicator of the perceived sound locasee also
cording to Schrder's algorithm, in to the time domain Frens and Van Opstal, 19959n order to calibrate the eye
(Schrader, 1970; Wightman and Kistler, 1989This proce- coil, each session started with a run in which all 84 periph-
dure yields FM sweeps with fixed periods=1.28, 2.56, eral LEDs on the hemisphere were presented in a random
5.12, 10.24, 20.48, or 40.96 ms. The instantaneous charaorder. Subjects were instructed to generate an accurate sac-
teristics of this stimulus are narrow band with a center fre-cade from the central fixation LED at 0-deg eccentricity to
quency that (repetitively) traverses the entire frequency the peripheral target, and to maintain fixation as long as the
range downwards with a constant velocity of T&Hz/s.  target was visible. After calibration, the eye position was
The total stimulus duration was 500 ms. known with an absolute accuracy of 3% or better over the
Examples of the spectograms of synthesized stimuli thatull oculomotor range.
were used in the experimenflsefore being passed through In the subsequent runs, sound stimuli were presented. A
the speak@grare shown in Fig. 2: a noise burst with duration trial always started with the central visual fixation stimulus.
D=20ms, a burst train with duty cyclaT=20ms, and a Then, after a random period of 0.4-0.8 s, the LED was
sweep with period =20 ms. As can be seen, the noise burstswitched off and the sound was presented at some peripheral
contains spectral power over the entire frequency range andcation. The subject’s task was to direct the eyes as fast and
over the entire stimulus duration. In a burst train, the totalas accurately as possible toward the apparent sound location
stimulus duration is long and the stimulus is broadband, butvithout moving the head. A firm head rest enabled the sub-
power is only present during short 3-ms intervals. Like theject to stabilize his head position throughout the session.
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A typical run with sound stimuli consisted of the control
stimulus and six other sound stimulus conditions. During the
175 consecutive trials, each stimulus was presented once at a
set of 25 pseudo-randomly drawn positiqese above The
order of stimulus conditions and positions throughout a ses-
sion was randomized.

Each subject participated in four sessions on four differ-
ent days. Hence, each subject traversed a total number of 700
localization trials. Each of the seven temporally defined
stimuli was presented 100 times in total four times within
each of the 25 stimulus boxes. Subject PH participated in all
three experiment&100 trials.

Control Stimulus
A Eye Position

F. Data analysis B Position-Time Traces

= imIRImImiEIEImEie= =iz

30

Eye positions were calibrated on the basis of responses 20
to 85 visual stimuli in the first run of the session. From this
run, sets of raw eye position signdiD values of the hori-
zontal and vertical position chanpelnd the corresponding
LED positions (in azimuth and elevatignwere obtained.
LED azimuth,«, and elevationg, were calculated from the
polar coordinates,R, ¢), of the LEDs by:

-2 -]

a=arcsinsin R cos ¢),

)

-
<

e=arcsir(sin R sin ¢).

Elevation (deg)
=)

These data were used to train a three-layer backpropagation
neural network that mapped the raw data signals to calibrated
eye position signals. In addition, the network also corrected
for small inhomogeneities of the magnetic fields and a slight
crosstalk between the horizontal and vertical channels. -

A custom-made PC program was applied to identify sac-
cades in the calibrated eye-position signals on the basis of
preset velocity criteria for saccade onset and offset, respe&!G. 3. Typical saccadic eye movement responses towards the control
tively. The program enabled interactive correction of the deSimulus(GWN, D=500 ms at four different eccentric position@): Eye-

. . . . osition trajectories during the full duration of the triéh): Corresponding
tection markings. The endpoint of the first saccade alﬁ:eEosition—time traces for both azimuth and elevation during the first 750 ms
stimulus onset was defined as the response posg@®m also  after stimulus onset. Stimulus positions are indicated by the visor symbols
Sec. |D If saccade |atency re. stimulus onset was less thaf® and by the dot—df_ashed I_ine(b). Stimulus timing is indicated at the
80 ms or exceeded 500 ms, the saccade was discarded frgifftom- Data from naive subject BB.
further analysis. Earlier or later stimulus-evoked responses
are highly unlikely for a normal, attentive subject, althoughPoints from the original setN typically about 100 A syn-
the precise values of the boundaries are somewhat arbitrarifietic set has the same size as the original set, so that a given
Earlier responses are generally assumed to be predictive afi@ta point from the original set can occur more than once in
are very inaccurate, even for visually evoked saccades. Latéi€e synthetic set. The parameter of interest is then computed
responses are considered to be caused by inatte(‘ﬂm for each SynthetiC data set and the variance in the TESLNling
also Sec. . parameter values is taken as the confidence level.

Response positions versus stimulus positions were fitted
for the respective components with a linear fit procedure thafj, RESULTS
minimizes the summed absolute deviatigRress et al, "

1992. This method is less sensitive to outliers than the moréA" Control condition

common least-squares method. For the same reason, the cor- Characteristics of typical responses to four eccentric
relation between response- and stimulus positions was quastimulus positions in the control condition are plotted in Fig.
tified by the nonparametric rank correlation coefficient,3. It shows the eye-position trajectory in space and the sepa-
rather than by Pearson’s linear correlation coefficient. rate eye-position componentse., azimuth and elevation

Confidence levels for both the linear fit parameters andrersus time. One can see that the offset position of the eye
the correlation coefficients were obtained through the boot¢i.e., the response positibnorresponds closely to the stimu-
strap methodPresset al, 1992, since explicit expressions lus position. The response is accurate for both azimuth and
for the confidence levels in the methods described above amdevation components.
not available. In the bootstrap method, one cre&tesyn- It can be seen from Fig.(B) that the responses follow
thetic data sets by randomly selecting, with return, datashortly after stimulus onset. In these examples, primary sac-

-20
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Control Stimulus Stimulus boxes Signed errors control stimulus

Saccade Trajectories Saccade Endpoints A : ‘ : : B
Am A A S S B 5 T 26} ......
20 5 13k E,:l . . . 5
E 10 g g ok ...... §
5 o @ 3 : : : ” T
g . g W sl ...... o
w- o« : : : : : : :
20} . aR-:0.97:as+:0.33v P _____
: Aens‘o.so 55-1.7 ) : : .
= BB : R - 26 -1 3 i3 ” -26 -3 0 13
30 20 100 10 20 30 730 20 -10 0 10 20 30 Azimuth (deg} Azimuth (dep)

Azimuth (deg) Stimulus {deg)
FIG. 5. (a) Stimulus positions were presented within the square boxes, with

FIG. 4. Saccadic responses to the control stimulasTrajectories of pri- dimensions & 8 deg. Sets of 25 stimulus positions were composed by se-
mary saccadesthick dotted lines, sampled at 2-ms interyate control lecting a position at random within each bdk) The lines from the open
stimuli presented throughout the entire stimulus range. Stimulus positionsymbols to the closed symbols correspond to local mean signed errors. For
are indicated by the visor symbold) Endpoint positions of the same pri- each stimulus box, the mean signed error is computed by averaging the
mary saccades as {@) versus stimulus positions for both azimuth) and individual mean signed errors of all seven subjects. The width and height of
elevation(®). Also the linear-fit results for response positions versus stimu-a box correspond to twice the standard deviation in the signed errors for
lus position are providedazimuth: ag vs ag; elevation:eg vs eg). Note azimuth and elevation, respectively. The center of each stimulus box is

large slopeg0.97 and 0.90, respectiveljt=98) and small offsetéwithin 2 indicated by the open circlgn both (&) and (b)]. Note the clear separation
deg. Subject BB. of almost all response boxes, and the larger response scatter in the elevation
components as compared to the azimuth components.

cades are initiated with a latency of approximately 200 ms,
and are completed within 400 ms after stimulus oriset, (typically 4—8 responses for each box and each subject
before stimulus offset time Then, a final mean signed error for each stimulus box was
All subjects in this study made accurate localization re-obtained by averaging the subject-mean signed errors over
sponses to the control stimulgS800-ms GWN in all direc-  all 7 subjects.
tions (azimuth and elevatign Figure 4 shows all saccade Note that, for the majority of the error boxes in Fig.
trajectorieg Fig. 4@)] and saccade endpoirBig. 4b)] for  5(b), the height is larger than the width. Thus the scatter in
all four sessions of one of the subje¢BB). Note how both  the responses is somewhat larger for elevation than for azi-
the stimulus positions and saccade trajectories are distributaduth. These scatter properties underline the fact that azimuth
over the entire stimulus range. Note also, that the accuracy @nd elevation localization are dissociated proceg¢ses the
response elevation is both quantitatively and qualitativelyintroductior). They clearly contrast with the scatter proper-
similar to azimuth localization. A summary of the results for ties of visually evoked saccadic responses, that betray the
all subjects is listed in Table I. polar organization of the visuomotor systémg., Van Op-
Figure §b) gives an overall impression of the local lo- stal and Van Gisbergen, 1989
calization accuracy by showing the averaged signed errors of One may observe that the highest accuracy for azimuth
the saccadic responses for each stimulus box. For each subealization is reached near the median plane, whereas eleva-
ject and each stimulus box, the mean signed error was contion accuracy is approximately homogeneous over the entire
puted for all responses to stimuli presented within that boxoculomotor field. The largest signed errors were found for

TABLE |. Parameters of the azimuttw) and elevation(e) response components to the control stimulus
(500-ms white noisefor each subject. Columns 2—3: rank correlation coefficiehetween response position

and stimulus position. Note that correlation coefficiepts>0.90 for elevation ang,>0.95 for azimuth.
Columns 4-5: slope, or gair;, of a straight-line fit for response versus stimulus position. Columns 6-7:
standard deviationA ¢ of the difference between the actual response and the response predicted byirthe fit
degrees Columns 8-9: average absolute localization exgegp (in degrees Column 10: median response
latency(in ms). The two bottom rows present, for each column, the mean and standard deviation, respectively,
pooled for all subjects.

Corrp GainG Apir Aresp

Subject a € a € @ € @ € Lat.
JO 0.97 0.91 11 0.67 43 4.9 5.1 6.3 166
BB 0.97 0.94 0.97 0.90 45 6.2 3.3 4.9 198
vC 0.96 0.91 0.96 0.81 5.0 6.8 3.8 8.3 226
KH 0.96 0.92 1.0 0.88 5.7 55 5.2 4.6 244
JR 0.97 0.95 11 11 5.0 6.9 43 5.9 148
JG 0.97 0.93 13 1.0 4.6 6.4 5.4 7.8 156
PH 0.98 0.95 11 11 3.9 5.9 4.4 6.4 166
mean 0.97 0.93 1.06 0.91 4.6 6.0 45 6.3 186
s.d. 0.01 0.02 0.11 0.15 0.7 0.8 0.9 15 38
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FIG. 6. Typical responses toward short-duration noise buBts§ ms) at FIG. 7. Saccadic responses to test stimi@i.and (b) responses of subject
four different eccentric positions. Note marked undershoot of the elevatiorBB to noise bursts of duratioR = 3 ms(correlations for azimuth and eleva-

components, whereas the azimuth components remain accofakég. 3. tion: p,=0.97, p.=0.69; N=95). (¢) and (d) responses of subject JR to

Note further that also small secondary saccades are made after approxulse trains with duty cycle\T=40 ms(p,=0.97, p.=0.86; N=97). (e)

mately 400 ms. See legend of Fig. 3 for further details. and (f) responses of subject PH to FM sweeps with pefiee20 ms(p,,
=0.96,p.=0.38;N=143. Correlations for response position versus stimu-
lus position are listed in Tables I, Ill, and IV. See legend of Fig. 4 for

stimulus positions within the box ata(e)=(0,—13) deg, fynher details.
where response elevations were, on average, about

+5 deg lower than the actual stimulus elevations.
tion and response elevation is still highly significant. This

can also be seen in Tables I, Ill, and 1V, which summarize
the regression results for all subjects and the test conditions.
Typical responses to four eccentric stimulus positions in  |n summary, we found for all spectro-temporal stimuli
one of the test condition®oise burst, duratioD =3 ms are  that, although response elevation could be incorrect, it was
plotted in Fig. 6. It is clear that azimuth localization is accu-quite consistent and correlated highly with the real stimulus
rate. However, in contrast to the control condition, whereglevation:p,=0.4 for all conditions. This is also expressed
elevation detection was also accurate, the responses now &y the difference,Arr, between the responses and the
hibit large undershoots in elevation. straight line fits(dashed lines in Fig. 4 and Fig):7Agt
Typical responses for the three different stimulus typesemained within 4-8 deg for elevation and within 3—6 deg
employed in this study are shown in Fig.(data from sub-  for azimuth for all stimulus conditions and subjects. Hence,
jects BB, JR, and PH, respectivilyrhe most obvious fea- the variance in the responses did not increase substantially
ture of these data, obtained for all three test conditions, isvith respect to the control conditiqigompare with Table)!
that the saccade trajectories cover only part of the vertical
stimulus rang¢compare Fig. @) with Fig. 4(a)]. Compared
to the control conditionsee Fig. 4, localization accuracy c R .
has clearly deteriorated for elevation, whereas it has re-" esponse gain
mained the same for azimutlFig. 7(b), open symbolk Next, we compared the responses for each subject for
However, although elevation accuracy has deteriorated ithe different temporal parameteBs, AT, and T with the
these test conditions, the correlation between stimulus elevaesults from the control stimulu€(=500 ms). The straight

B. Test conditions
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TABLE II. Parameters of the responses to noise-burst stimuli with various duraflofia ms) for three
subjects. Note that elevation gain increases systematically with incre@sibgt that the variability in the data
(Ag7) is independent ob. Azimuth gain, however, is not affected By. Note also, that the median latencies
tend to decrease d3 increases. See Table | for further explanation of the columns.

Corrp GainG Agpr AResp
Subject D a € a € a € a € Lat.

BB 3 0.97 0.69 0.85 0.22 4.9 5.9 49 13 210
5 0.96 0.71 0.81 0.33 5.5 6.4 5.1 11 213

10 0.96 0.79 0.86 0.30 5.1 4.8 4.7 11 207

20 0.97 0.89 0.87 0.50 54 5.6 4.4 9.1 191

40 0.97 0.94 0.91 0.63 4.6 5.3 3.7 6.7 188

80 0.95 0.94 0.90 0.76 6.4 5.8 5.0 5.7 190

JO 3 0.98 0.80 0.99 0.28 3.4 4.1 4.7 12 182
5 0.98 0.76 1.0 0.35 3.4 5.1 4.1 11 180

10 0.97 0.80 1.0 0.43 3.8 5.0 4.4 10 173

20 0.97 0.88 1.0 0.42 4.1 4.6 4.3 9.8 164

40 0.96 0.92 1.0 0.56 4.3 4.4 4.8 7.2 164

80 0.97 0.92 11 0.61 4.0 4.8 4.7 7.0 163

PH 3 0.97 0.85 1.1 0.67 4.4 8.0 4.4 10 188
5 0.97 0.87 1.1 0.70 4.2 7.1 4.4 9.4 180

10 0.97 0.87 1.1 0.82 4.6 7.5 4.7 10 172

20 0.96 0.89 1.1 0.81 4.4 7.1 49 8.3 164

40 0.98 0.93 11 0.99 3.3 6.2 3.7 6.7 164

80 0.97 0.94 1.1 1.0 4.1 6.0 4.2 6.1 162

line appeared to yield a reasonable description of the relatio® is observed for all three subjects: the response elevation
between response versus stimulus position, and the slope ghin increases gradually with stimulus duratibn from D

the line turned out to be a characteristic parameter for the=3 ms up toD =80 ms. Although there is some intersubject
responses in a given condition. One can immediately seeariability as to the absolute values of these gains, all sub-
from Fig. 8 that the response gains for elevation varied sysjects followed a similar trend. Note that similar quantitative
tematically with all three temporal parametéb®ttom pan- inter-subject differences were also obtained for the control
els). The azimuth component of the saccades was unaffectestimuli. Furthermore, as the control stimulus is a noise burst
by the stimulus parameteftop panels with D =500 ms, the results suggest that for broadband noise

For the noise burst, the same systematic variation withbursts responses stabilize at rougBbly: 80 ms. Note that the

TABLE Ill. Parameters of the responses to the burst-train stimuli with various duty cyclegin ms).
Elevation gain, but not azimuth gain, depends systematicallA®nAT=o refers to the single 3-ms burst
stimulus. Median latencies tend to decrease wifh for all three subjects. See Table | for explanation of the

columns.
Corrp GainG Apr ARgsp
Subject AT a € a € a € a € Lat.
JR 3 0.98 0.94 11 11 4.4 6.9 3.8 6.4 148
10 0.98 0.93 11 1.0 4.4 7.3 3.9 5.7 154
20 0.98 0.90 1.2 0.86 4.2 7.7 4.0 7.0 160
40 0.97 0.86 1.1 0.69 5.0 7.7 4.2 8.6 166
80 0.97 0.85 11 0.61 4.9 6.7 4.0 8.9 168
o 0.96 0.74 11 0.49 5.1 7.8 4.2 10 166
JG 3 0.98 0.94 1.2 1.0 4.4 5.9 5.2 6.6 156
10 0.98 0.87 1.2 0.82 4.1 7.7 4.9 8.0 158
20 0.96 0.93 1.2 0.73 5.5 4.7 5.6 7.1 166
40 0.97 0.92 1.2 0.77 4.8 5.8 55 7.1 170
80 0.97 0.92 1.3 0.77 4.9 6.2 5.7 6.1 182
© 0.97 0.83 1.3 0.55 5.7 7.9 6.8 12 176
PH 3 0.98 0.92 11 1.0 4.4 7.5 4.2 6.1 164
10 0.97 0.96 1.1 0.97 4.4 5.1 4.1 5.8 178
20 0.97 0.91 1.1 0.83 4.3 6.5 4.6 9.0 170
40 0.97 0.91 11 0.71 4.3 6.0 4.7 10 182
80 0.97 0.82 1.1 0.59 4.0 6.9 4.7 11 190
© 0.97 0.84 11 0.76 4.4 8.1 45 11 182
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TABLE IV. Parameters of the responses to sweep stimuli with various repetition pdriGdsms). Elevation
gain, but not azimuth gain, depends systematicallyroMedian latencies tend to increase witHor subject
PH, but not for subjects VC and KH. See Table | for explanation of the columns.

Corrp GainG Agir AResp
Subject T a € a € a € a € Lat.

vC 13 0.95 0.79 0.92 0.58 54 8.5 4.4 13 244
2.6 0.96 0.87 0.84 0.63 4.2 7.2 4.5 9.8 232

51 0.96 0.70 0.86 0.27 5.0 6.9 5.2 12 236

10 0.95 0.55 0.87 0.15 54 6.8 4.8 13 237

20 0.96 0.43 0.94 0.14 5.4 5.8 4.6 14 234

41 0.95 0.47 0.97 0.15 5.6 7.2 4.7 14 240

PH 1.3 0.97 0.91 1.1 0.91 4.3 7.2 4.0 10 164
2.6 0.97 0.91 11 0.81 5.6 7.6 4.7 6.5 163

5.1 0.96 0.86 1.0 0.64 4.8 6.9 4.0 7.9 170

10 0.97 0.43 1.2 0.15 53 8.1 55 14 168

20 0.96 0.38 11 0.12 4.8 6.5 4.3 14 188

41 0.96 0.63 1.2 0.20 6.2 4.1 7.1 14 184

HK 1.3 0.94 0.84 0.95 0.55 5.7 7.1 4.9 8.3 251
2.6 0.95 0.84 0.81 0.66 5.3 7.4 5.0 8.4 246

51 0.96 0.85 0.94 0.43 4.7 5.0 4.4 12 269

10 0.95 0.57 0.87 0.29 4.8 7.5 4.3 15 243

20 0.93 0.41 0.79 0.13 4.7 59 5.3 20 258

41 0.97 0.60 0.93 0.19 4.6 5.3 3.9 18 239

short bursts already account for relatively large gains: fothat latencies peak near 170 ms and remain within the
example, the gains & =10 ms are already about 40%—80% [100,300-ms interval. This interval was typical for all sub-
of the final gains obtained fdd =80 ms. jects, which can be further appreciated from the cumulative
For the burst-train stimulus, response gain decreasdatency distributions in Fig. ®). Data from three different
monotonously with the duty cyclAT for subjects PH and subjects for the control condition are presented: latencies that
JR. The response gain of subject JG, although displaying were relatively shor{subject JR long (VC), and intermedi-
similar overall trend, does not vary significantly for the in- ate (PH). Note that, also for subject VC, more than 90% of
termediate values oAT=10,20,40,80 ms. In this experi- the latencies remained below 300 ms.
ment, the intersubject variability for the gains is small for It may be observed that in Fig(l9) the curves are nearly
both the burst trains and the control condition. For the shortlinear and roughly parallel to each otHeee Sec. Il). This is
est duty cycles applied(T=3 ms), the gain is similar as for most obvious for the distributions of subjects PH and VC,
the control conditionindicated by @. In addition, for sub-  which are well-defined, since they consist of a relatively high
ject PH who also participated in experiment |, the gain fornumber of saccades. For other subjects, fewer saccades were
AT=80 ms is very similar to the gain observed for the singleavailable for each condition, but the distributions exhibited
noise burst abD =3 ms(conditionD3 in Fig. 8. This result  roughly similar characteristide.g., subject JR, Fig.(B)].
could be expected: the latency of this subject’s response lies For subject PH, also cumulative distributions are shown
around 150 mgsee Table Ill, so that only the first burst that resulted from the several short-noise burst experiments.
(i.e., att=0m9 and maybe the second oifat t=80 mg One can see that latencies systematically increase as the du-
could actually have been processed by the auditory systemation of the noise burst decreases. The same trend was ob-
for generating the first saccade. served for the other subjectBB, JO who participated in
For the sweeps, the elevation gain decreases when thkis experimentsee Table l\. Also in the other experiments,
period T increases. In contrast to the noise burst and the systematic shift of théreciproca) latency distribution as
burst train, the change with the temporal parameter is mor&nction of the temporal stimulus parameter was observed as
sudden. Approximatelf =5 ms seems to be a critical value, well (except for subjects VC and KH in response to FM
where the response elevation changes most rapidly With sweeps Median latencies also show this trefgke Tables
From T=10 ms(subject KH or T=20 ms(subjects PH and I, Ill, and IV). For different stimulus conditions, the recip-
VC) there is little change in the gain which lies between 0.1rocal latency distributions differed in their offset, but re-
and 0.2. Although the gains far=10 ms are relatively low, tained their shape.
correlations for the sweep data were still 0.38 or higher.

E. Primary and secondary saccades

D. Response latency The endpoint of the primary saccade was accepted as a

The latencies of primary saccades are typically well bevalid response when its onset latency fell in the interval
low 300 ms. Figure @) shows a latency distribution for [80,500 ms. For the average subject, a valid response was
saccades to the control stimul(subject PH. One can see measured in 97% 2% of the trials. In the same time inter-
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FIG. 9. (a) Response latency distribution for the control condition. Subject
PH. (b) Cumulative response latency distributions. The latency axis has a
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thick dotted lines refer to the control conditions for subject JR, VC, and PH;
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A. General findings

FIG. 8. Response gains for all subjects and all conditions. The gain is In the present study, human localization experiments
defined as the slope of the straight line fitted through response componept : . . - .

versus stimulus componefgee also Fig. 4 and Fig).7Top panels: azimuth U,Vere performed using a wide range of a(_:ous,tlc stimuli. The
gains. Lower panels: elevation gains. Gains are plotted as function of thtime-averaged power spectra of the stimuli were always

temporal stimulus parameteBs AT, andT. The control condition is indi- broadband and identical in shape, but the spectro-temporal
cated by C. The single-burst condition in the burst-train experiments ishehavior on a millisecond time scale was fundamentally dif-

labeled by D3. Optimal agreement of response and stimulus position i - . . .
associated with gain 1.@ashed lines Lowest correlationg, obtained for Terent. Localization performance varied systematically with

noise bursts, burst trains and sweeps were 0.58, 0.83, and 0.38, respective‘ip,e experimental parametefs AT, andD. .V.Vhereas eleva-
but still highly significant(see Tables II, IIl, and IV, tion detection appeared to be very sensitive to the spectro-

temporal stimulus behavior, azimuth localization remained
unaffected and was equally accurate for all conditions.
val, a secondary saccade was observed in 2%% of the Our findings provide new insights into the spectro-
trials, and a third saccade in less than 4% of the trials. temporal processing of acoustic sensory information. The
To test whether the secondary saccade was correctiv@ata suggest specific temporal constraints for accurate acous-
(which is known to be the case for visually evoked sac-lic localization of stimulus elevation. Moreover, these results
cades, the unsigned errors after the primary saccade, aande.rIine the presence of separate dynamic.al processes un-
after the secondary saccade were compared for each subje@€"1Ying the analysis of the different acoustic cues for the
This was done for saccade azimuthelevatione, amplitude detection of azimutQITD, IID) and elevatior{spectral shape
R and direction¢. The analyses revealed that incorporatingcues'
the second saccade did not significantly chatige neither
improve nor deterioraj@esponse accuradgata not shown  B. Saccadic eye movements
To further check.for a possit?lg relation of.t.he secondar.yll Orienting to sounds through saccadic eye
saccade with the stimulus position, an additional analysis,, ements
was performed by comparing the directions of the primary .
saccade, the secondary saccade and the stimulus. First, the Saccadic eye mpvements were used to measure the per-
difference in directionA ¢, between the primary and the ceived sound direction. The results show that this method

d d ted. For all subiect | dy.ields a highly reproducible and accurate measure of the
secondary saccade was computec. ,Or "f‘ . subjects poole ’a'Eoustic localization percept for stimuli presented within the
was found that\ ¢,,=4+48 deg. The individual results for

X o oculomotor ranggapproximately 35 deg in all directions
each subject were similar. Thus the secondary saccade g€ relations for both the horizontal and vertical components

erally proceeds in the same direction as the primary saccadgs responses to control stimuli exceeded 0.9 in experienced
Next, A¢, was compared to the difference in direction, 55 ell as in naive subjects. The oculomotor response forms
A o1, between the primary saccade and the stimulus posian important part of the natural repertoire of stimulus-evoked
tion (i.e., the direction errgr No significant correlation be-  orienting(including head and body movemeh#nd does not
tweenA ¢, and A ¢y, was found. Thus the secondary sac-require any specific training of the subjects. Moreover, the
cade does not correct for a residual direction error after theesponse is fastlatencies remain well below 300 ms; see
primary saccade either. also Frens and Van Opstal, 1995
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In previous localization studies with human subjects, o S ‘.
. . (o

different response methods have also been used to quantify \l, /
the localization percept: arm pointinge.g., Oldfield and 0, THRESHOLD

Parker, 1984 the naming of learned coordinatés.g.,

Wightman and Kistler, 1989 and head pointinge.g., Mak-

ous and Middlebrooks, 1990The first two methods are sub-

stantially slower than the eye-movement method and may \\0(
thus be assumed to measure a later acoustic percept, possibly
also incorporating cognitive aspects. The head-pointing
method is potentially faster. Although latencies of head STIMULUS ONSET SACCADE ONSET

movements can be similar to eye movement latencies, heagc. 10. A simple model that accounts for the observed characteristics of
movements dynamically alter the acoustic input for long-the latency distributionsee also Carpenter, 1995At stimulus onset, a

duration stimuli. which was deemed to be an undesirablé’edSiO“ signal rises with a constant ratg,and upon exceeding a fixed

' . threshold, a#, , a saccade is initiated. In each trial, the increase rates
factor for the purpose of this StUdy' drawn from a gaussian distribution. In order to incorporate the condition-
dependent modulations on the latency in this study, it is proposed that the
threshold is not constant, but instead decreases during stimulus presentation,
from the initial valued, to the final valuefy, .

We are confident that our main results cannot be as-
cribed to peculiar properties of the oculomotor system. Firsta|so obtained for auditory saccades, despite the different ori-
the sound stimuli were presented well within the oculomotorgin and encoding format of acoustic sensory information.
range and stimulus types and stimulus positions were always Carpenter(1995 proposed a simple model for visual
presented in a randomized order. Therefore, the results cagaccade initiation that accounts for this characteristic prop-
not be due to &conscious or subconscigustrategy adopted erty (Fig. 10. The model assumes that a decision signal
by the subjects. starts to increase after stimulus onset and, subsequently, ini-
A second argument for believing that the results reflectjgtes the saccade upon exceeding a fixed thresh@jyl. (
properties of the auditory system, rather than of the ViSUOConsequenﬂy’ the time_to_thresho[ﬁe_, the saccade la-
motor system, is that quite different behaviors were obtaine@ency) is inversely proportional to the increase rate of the
for the azimuth components of the responses, than for thgecision signal. The increase ratslope @) is assumed to
elevation components. Such a behavior is never encounterggry from trial to trial, but remains constant during a trial. If
in visually evoked eye movements toward stimuli at similarthis rate is distributed as a gaussian over trials, then the re-
locations. ciprocal latency is necessarily distributed likewise. Our data
We also believe that the auditory stimuli were alwayssyggest that a similar mechanism could underlie the initia-
presented well above the detection threshold, since similagon of auditory-evoked saccades.
temporal-dependent response behaviors were obtained for all  yet, the question remains how stimulus-related shifts in
three acoustic stimulus typeS. The flndlng that the aZimUtI’ﬁhe distributions could arise. For examp|e, F|gb)95hOWS
components of the responses remained unaffected by thfat |atencies become larger for shorter stimulus durations.
stimulus pal’ametel’s, indicates that the stimuli were We”'The Simp'e mode' described above has 0n|y a feW param_
perceived by the auditory system, despite the fact that thgters that can cause a shift in the distribution: the initial level
overall acoustic energy of the stimuli varied greatly. This isof the decision signal, its mean increase rate, and the thresh-
also supported by the fact that the standard deviations of thg|d |evel. The first two parameters have preset values and are
latency distributions were hardly affectesee Fig. @), and  assumed to depend on expectation about the stimulus. Since
below]. the different stimuli were presented in random order, expec-
Finally, also the result that response variability did nottation is not likely to play a role in the present situation. The
change systematically with the temporal stimulus parametershift in the median latencies is qualitatively explained, how-
(Tables II, 1V, and Il) argues against the possibility that the ever, if it is assumed that the threshold decreases as more
auditory stimuli may have been close to the detection threshsensory information comes |n€&) For Short burst dura_
old for the shortest stimulus duratiori3 or longest duty tjons, the threshold would then remain systematically higher
cyclesAT. (yielding longer latenciesthan for longer stimulus durations
(see also Fig. 10

T TIME —>

2. Potential artefacts

3. Latency characteristics

There are some interesting aspects regarding thé Secondary saccades

auditory-evoked saccadic latency distributions. First, the cu- The typical response pattern of an auditory orienting
mulative latency probabilities in Fig.(8) are plotted on a trial usually consists of a large primary saccade followed by
so-called probit scale, which is the inverse of the Error func-a smaller secondariand occasionally a tertiargaccade. A
tion. If the cumulative distribution on probit scale yields a similar pattern is also typical for visually elicited responses.
straight line, the variable follows a Gaussian distribution.The primary saccade carries the eye over roughly 90% of the
This linear feature of reciprocal latency distributions hasrequired trajectoryundershogt whereas the secondary sac-
been shown to be characteristic for visually evoked saccadesade corrects for the remaining retinal error. It has been pro-
(Carpenter, 1995 In the present study, straight lines were posed(Harris, 1995 that such a motor strategy minimizes
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(in a statistical sengehe time needed to fixate the target, by 2. Effect of nonstationarity of the short-term
taking into account both the effects of a longer durationspectrum

needed to complete larger saccades, and the additional time The results obtained from the FM sweeps provide some
needed to program a corrective saccade in the opposite digrther interesting suggestions regarding the temporal pro-
rection (due to an overshoptHere, the question was what cessing of sensory information in sound localization. In con-
the underlying strategy for secondary saccades could be ifiast to the noise bursts, the duration of the sweeps was kept
the case of a sound stimulus. constant(at 500 m$, but the spectro-temporal behavior was
Analysis of the auditory responses indicated that the secaried by means of the cycle variable Response charac-
ondary saccades were not corrective. Note that, in contrast f@ristics were similar as in the case of the noise bursts. Al-
visual stimulus conditions, the oculomotor system is not prothough elevation localization accuracy varied with re-
vided with any feedback concerning its performance aftesponses remained consistent: high correlation coefficients of
completing the primary auditory saccade. Notwithstandingresponse versus stimulus position were obtained for all con-
the occurrence of a small secondary saccade in roughly théitions. Because elevation localization performance was
same direction as the primary saccade was quite typical in athost accurate foif <5 ms and relatively inaccurate fdr
subjects tested. We propose that this phenomenon reflects>as ms, it is suggested that the auditory localization system
property of the programming mechanisms underlying thejiscriminates spectro-temporal patterns at a temporal resolu-
oculomotor response, rather than auditory processing. Thgon down to about 5 ms.
data suggest that the secondary saccade is a pre-programmed A possible explanation for this ability is that the auditory
movement that in this case, however, does (gahinoj cor- system applies a so-calledultiple-look strategy(e.g., Vie-

rect for a residual error. meister and Wakefield, 1991In such a mechanism, the in-
put spectrum is measured over consecutive short time win-

C. Temporal aspects of sound localization dows, each lasting only a few milliseconds. Each short-term
spectrum is processed into a position estimate, which, at a

1. Effect of stimulus duration higher level, is integrated with the earlier estimates into a

It should be realized, that the programming of anfinal estimatgsee below, Fig. 12 This explanation is also in
auditory-evoked saccade consists of at least two main stage@.e with the interpretation of the burst-duration experiments
a target localization stage, in which the acoustic informatior{S€e above
is transformed into an estimate of target location, and a re- AS an example, consider the computation of a short-term
sponse initiation stage in which the estimated target coordiSPectrum over a 5-ms time window somewhere in the cycle
nates are transformed into the appropriate motor command8f an FM sweep with a long period, e.gl=20 ms. The
We believe that the data obtained from the noise-burst exoutcome will vary substantially for different window posi-
periments may be interpreted in the light of these two, partiyfions within the cycle. Elevation updates computed from
separate, stages. consecutive(but very different short-term spectra would

First, it was found that the response elevation gain inthen be inconsistent throughout the cycle and prevent the
creases systematically as function of stimulus duration, andynamic elevation estimate to stabilize at the actual target
that it reaches a plateau for stimulus durations exceeding g@/evation. Note, that such a 5-ms time-averaged spectrum in
ms (Fig. 8). From these data we infer that the auditory local-2 fast sweep T<5ms) would be broadband, whereas it
ization system needs roughly 80 ms of Gaussian broadbaniould be narrow band for very slow sweepE5 ms).
input to reach a stable estimate of target elevation. . ] ]

Second, the latency daf&ig. (b) and Table [| may 3 Effect of silence gaps in the stimulus
provide further insights into the processing time of the re-  The data obtained from the burst-train stimuli suggest
sponse initiation stage. Although it takes less time for thefurther constraints on the dynamics of the spectral analysis in
short-duration bursts to complete, the associated latencigle localization process. For the shortest burst intervels,
were about 20 ms longer than for the longest stinfsée near-optimal localization performance was obtained, al-
Table Il). This suggests that the movement initiation stagehough each burst was only 3 ms long.
takes, at least, about 20 ms longer to initiate a saccade to- Interestingly, the elevation gain was observed to de-
ward the shortest burst. We have no simple explanation focrease significantly when the individual bursts of the train
this apparent, yet consistent, discrepancy. were all chosen to be identical, rather than randomly drawn

In contrast to sound elevation, sound azimuth can appafms in the experiments presented here, evenAfor=3 ms
ently be determined accurately on the basis of only a fewdata from subject PH only, not shoyThus acoustic input
milliseconds of sensory information. Even for the shortespresented at later times indeed contributes to the improve-
stimuli (D=3 ms), the accuracy was about the same as foment of the final elevation estimate.
the control condition D =500 ms). In this sense, azimuth The low gains at long intervals are not explained by the
localization can be considered as a much “faster” procesg$act that, within the latency period of roughly 180 ms, only
than elevation localization. From our data it is not possible tawo to four 3-ms bursts may have contributed to the pro-
conclude whether this property is due to mechanisms programming of the first saccade, because the final estimate of
cessing either the interaural phase or intensity differenceshe oculomotor responsésven after 500 mswas not sys-
since the broadband bursts provided both cues simultaematically better than the estimate recorded after the pri-
neously. mary saccade. Rather, the decrease of elevation gain with
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increasingAT indicates that the subsequent elevation esti- HRTF Cross Correlation
mates, based on each 3-ms sound burst, are not kept
acoustic memory forever. Possibly, the integrative mecha
nism that combines subsequent elevation estimises 5
above is leaky. If so, the data suggest a time constant fol
this integrator in the order of a few tens of ms.

30

D. Toward a spectro-temporal model of sound
localization

-
o

evation (deg)

In this section we study the properties of a monaural
localization model that relies on spectral correlations in orde ©
to estimate sound elevatioreg (see also Middlebrooks,
1992. In addition, a biologically plausible mechanism for
the dynamic implementation of these correlations, based o
our data, will be briefly described.
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1. Spectral correlations

. o -30 -15 0 15 30 45
In the proposed spectral correlation approach, it is as Elevation (deg)

sumed that th,e auditory system bases its comparison bet""e%. 11. Spectral correlations of human HRTFs, measured in the midsag-
the sensory signal and the HRTF on the log power of thesgita| piane at elevationg— 35— 30, ...+ 50,+ 55} deg. Subject PH. The

spectral functions. In addition, a logarithmic scaling of thestrength of the correlation is coded by brightness. Markers label the contours
frequency domain, reminiscent to the tonotopic neural repredt different values. Note that HRTFs correlate strongest with themselves and

. . ith HRTFs at neighboring elevations. Correlations were computed in the
sentation of sound frequency throughout the auditory SySterd:equency rangé¢2,16] kHz and HRTFs were sampled at 1/20 octave inter-

is applied. By applying the logarithm to the power of the g
sensory signal measured at the eardrum, (Egcan be re-

written as:
Cy(e;€5)=C(Y(w;eg),H(w;
Y(w: €9 = H(a:e9+ X(). @ v(€ie9)=C(Y(w;eq), H(w;e)
where w is in octaves, andg is the source elevation. The UHS) . .
. - TS =| —|C(H(w;es),H(w;
capitals indicate the logarithmic power spedteag., X(w) oy (H(w;es),H(w:e)

=log|x(w)|]. Note, that elevationeg, rather than position,
rs, is used in Eq(3), as it is assumed that azimuthg, is +
already extracted from binaural cues.

A quantitative scalar measure of similarity for two spec-

0')()
— |C(X(w),H(w;€))
Oy

t_ra_l functions can be given by the spec_tral corgelation coef- = U_HS)CH(E;,ES)Jr Ix Cy(e), (6)
ficient. Therefore, the meark;, and variancegg, for an oy oy
arbitrary spectral functiorf:(w), are first introduced: with oy, oy, ox the standard deviations of the respective
_ P guantities in Eq.(3). Thus Eq.(6) quantifies the spectral
F=<F(w)>5f0 do p(w)F(w), correlation of each stored HRT@ssociated with sound el-
. (4)  evation,e) with the measured spectrum at the eardrirex
0;2:: ((F(w)—F)?), sulting from a sound source at elevatieg). It proposed that

) ) o ) ) the perception of sound elevation essentially consists of se-
with p(w) a normalized weighting function that is nonzero lecting the unique positior= ep at which the global maxi-
in the (broad frequency band of interest. He(w) was  ,im Cy(ep;€g), is attained.
chosen to be uniform in thg2, 16] kHz range, and zero In its decomposed form, Eq6) can be readily inter-
elsewhere. The spectral correlatiof(F(w),G(w)), be-  preted. The first term on the right-hand si@y(e;eq), is
tween two functionsF(w), and,G(w), is then defined as  the gpectral correlation between the HRTR$w:e) and
F(w)—_) ( G(w)— E) > H(w;eg). Under the assumption that HRTFs are unique with

(5 respect to positionC,(€;e5) reaches a maximum in the
neighborhood okg, i.e., ate~eg.
The outcome varies ih—1,1], whereC(-)=1 corresponds Figure 11 shows that this is indeed a reasonable assump-
to “maximal similarity,” and C(-)<0 means “no similar-  tion. In this figure, measured HRTF functions in the median
ity.” plane of one of our subjects have been correlated with each
In the present discussion, the spectral correlation comether. Note that only along the principal diagonal a high
pares the sensory signa¥(w;es), with (neurally storel  correlation is obtained, indicating that, indeed, HRTFs only
HRTFs,H(w;¢€), for all sound elevations. By using Eq(3)  resemble themselves. Therefore, these functions contain
and by taking the meafwhereY =Hg+ X), this comparison unique information about target elevation, when all fre-
reads: guency bands are allowed to contribute to the computational

C(F(w),G(w))E<(

Of (oXe}
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HRTFs H (®;¢€)

b

x(1) —> Q Auditory Short-Term Spectral Long-Term Decision L= £ (1)
{J/ Periphery Integrator Correlator Integrator Stage P

sound at £ sensory short-term spectral average perceiyed

spectrum spectrum correlation correlation elevation

Y (ot;8g) Y (ot eg) C (e ) C (e tigg)

FIG. 12. Conceptual spectro-temporal correlation model of human sound localization. The first stage represents the auditory periphery, whei¢)a sound,
at elevation,es, is processed from the external ear up to the cochlea. In the second stage, a sh@tderra few msaveraged spectruny,(w,t; eg), is
determined around the current timg, from the ongoing sensory spectruM(w,t;es). Then, Y(w,t;eg) is correlated with the neurally stored HRTF
representationd{ (w; €), for all possible elevations, i.e., €4, ..., €, Yielding short-term correlationS(e,t;es). Next, integration is done over a longer time
span(order several tens of msresulting in a long-term correlation up to current tilmeC(e,t;es). This integration process may be leaky. In the decision
stage, the average correlation at timgelds a perceived elevatiosg(t). It is proposed that this decision depends on the maximum of the average correlation,
but also on the consistency of that average and on the initial elevation percept.

process. We have verified that this conclusion also holds fofl) The sweep data suggest that the elevation localization

the entire elevation domailee[—60,90 deg, front and system first measures spectra on a short time scale of
back), although the region of maximum correlation broadens  about 5 mg“multiple looks™). Accurate localization re-
appreciably close to zenith positiofs~ + 90 deg; data not quires a broadband, short-term spectr(fast sweeps,
shown). It is therefore expected, that stimuli presented within ~ noise bursts Inaccurate localization results if the short-
that range are not well localized and discriminated. term spectrum is narrow bar{dlow sweep.

The second term in E@6), Cx(€), expresses the resem- (2) The noise-burst data suggest that acoustic information
blance of the source spectruX(w) with each particular needs to be delivered over @ongep time scale of
HRTF H(w;e). If the source spectrum does not correlate  roughly 80 ms. If short-term estimates are consistent
significantly with any of the stored HRTFs, th€y(e)~0 over time(fast sweeps, noi$@veraging will enhance the
for all € [for example, this would be true X(w) is flat and final estimate. Yet, if the estimates vary strongéyg.,
broadbandl In that case, the maximum correlation for slow sweepthe estimates may cancel each other on
Cy(€p;€s) will be reached atp= eg, thus the sound would average.

be accurately localized. It is expected that there will be a3) The burst-train data suggest a power-dependent gating
broad range of naturally occurring acoustic stimuli for which mechanism and leakiness of the long-term integration
there is little or no resemblance with the stored HRTFs, i.e., process. Estimates at different time windovesg., in

Cyx(e)=~0. burst trains with a long duty cycleare not heavily sup-
However, the second term does come into play, if the pressed by the intervening silence periods, thus gating is

source spectrunX(w) does correlate well with a given plausible. Leakiness is inferred from the finding that the

HRTF, sayH(w;e,). This occurs ifX(w) contains promi- elevation gain drops as the silence period increases.

nent features that are characteristic fd{w;e,). Then,
Cx(e,)>0, meaning thaCy(e; eg) contains a second local
maximum ate=e€, . This could even be the global maxi-
mum in which case the perceived positiary,, would be,
€, , rather than the actual positioag, thus ep=¢€, # €s.
This might occur, for example, wheX(w) is narrow band

In this scheme, the current estima¢g(t), of target position,
€5, smoothly develops over time as more acoustic informa-
tion enters the system.

The experimental data further suggest that, in the ab-
sence of sufficient spectral processing the auditory localiza-
. o .. _tion system stays close to its default initial estimate of eleva-
(i.e., peakegl with its center frequency at a characteristic . . . ) .

tion, typically near the horizontal plane. An interesting

pgak OfH.(w;f*).' In. the study of M|ddlebrook(51992), con- question that remains to be investigated, is whether the sys-
sistent mislocalizations were attributed to such spurious cor:

: tem’s default elevation estimate depends on the initial gaze
relations between the narrow-band source spectrum and ONE o ci : . =
of the HRTFs. irection, or on head orientation. In the present study, initial

eye position, the horizontal plane of the head, and the earth-
fixed horizon always coincided. This problem could be stud-
ied by systematically changing these different frames of ref-

The data presented in this study clearly indicate that therence with respect to each other under similar stimulus
spectral estimation performed by the auditory localizationconditions as applied in this study.

system is also a temporal process. Therefore, if the auditory

system bas_es its spatlal_ estimation on spectral Correlmloni’CKNOWLEDGMENTS
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