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SUMMARY

We develop a new method for analysing survival data using Gaussian process regression to directly infer the relationship between event times (outputs) and covariates (inputs). We compare this to a second Gaussian process model that assumes a Cox-type hazard rate. Both of these approaches are applied to interval censored data, although they can easily be extended to accommodate any combination of left, right or interval censored or truncated observations. We define a general non-linear transformation model from which several existing models, including both our Gaussian process models, can be derived as special cases. Using either method hazard rates and survival curves can be extracted and we can perform variable selection. For censored individuals we can estimate what the event time would have been in the absence of censoring and noise. Results from simulated data illustrate that both models can infer non-monotonic relationships between the covariates and event times in the presence of right and interval censoring.
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1. INTRODUCTION

We approach the analysis of time to event data as a regression problem. We want to model the event times as a stochastic function of the covariates. An elegant and powerful non-parametric method of doing this is Gaussian process regression (Rasmussen & Williams, 2006). This allows for flexible inference of a wide range of non-linear functions by specifying different kernel functions. The motivation behind this paper is to apply Gaussian process regression to censored observations. We will follow two alternative routes, one which focuses on the event time distribution and one which focuses on the hazard rate.

In the first route the event times are mapped, via a monotonic transformation, to the entire real line. These transformed event times are then written as a function of the covariates. A Gaussian process prior is assumed for the function values. This approach differs from many existing methods of analysing survival data which usually assume some parametric (or semi-parametric) hazard rate. The Cox proportional hazards model (Cox, 1972) is one of the most popular.

In the second route we assume a Cox-type hazard rate. Denoting the $d$-dimensional vector of covariates as $x$, the Cox-type hazard rate is $\pi\{\tau \mid f(x)\} = \lambda_0(\tau) \exp\{-f(x)\}$ where $\lambda_0(\tau)$ is the base hazard rate, $\Lambda_0(\tau) = \int_0^\tau \lambda_0(s)ds$ and $f(x)$ is some function of the covariates. A Gaussian process prior will be assumed for these function values. In Cox’s original model $f(x) = \beta^T x$ where $\beta$ is a $d$-dimensional vector of regression weights. Such Cox-type models have been
studied by Savitsky et al. (2011) and Joensuu et al. (2012) but have not been applied to interval censored observations.

The first approach (which we refer to as the event time model to distinguish it from the Cox-type model) is a more direct approach since it connects the two quantities which we observe, namely the event times and covariates. We can regard the specification of the hazard rate in Cox-type approaches as an intermediate step in establishing this connection, since the hazard rate is first constructed from the covariates and subsequently used to construct the probability density over event times. Furthermore, in the Cox-type model it is assumed that the time dependence and the covariate dependence of the hazard rate factorizes, but in general this won’t always be valid. In the event time model we avoid this assumption on the hazard rate and furthermore we don’t have to specify the base hazard rate. The disadvantage however, is that a transformation of the event times must be specified instead.

In the case of either model a full likelihood function can be constructed that can easily incorporate any type of censored or truncated observations. In particular, we apply both models to the case of interval censored data. We numerically maximise the likelihood with respect to the latent function values.

There are three broad families of existing models for analysing interval censored data. Non-parametric estimators based on survival functions that are constant within disjoint intervals have been proposed by Peto (1973) and Turnbull (1976). Secondly, parametric models assume a specific parametric event time density. Popular choices are the Weibull, exponential or log-Gaussian densities for example. The advantage of parametric models is that expressions for the survival function can be obtained in closed form and hence the exact likelihood can be constructed for right, left or interval censored observations. Covariate effects can be included via a link function which specifies that some parameter of the probability density is a function of the covariates. Numerical methods can be used to infer unknown parameter values. See Lindsey (1998) for a discussion and comparison of several parametric models. Odell et al. (1992), Rabinowitz et al. (1995) and Komárek & Lesaffre (2009) consider Weibull accelerated failure time models. Sparling et al. (2006) present a family of parametric models that can handle time dependent covariates.

Finally, there are semi-parametric models, of which most are adaptations of the Cox proportional hazards model. The partial likelihood argument used by Cox cannot be used in the presence of interval censoring. However, the full likelihood can be written in terms of the event time density and survival functions and this can be numerically optimised with respect to any model parameters (Finkelstein, 1986). Markov Chain Monte Carlo methods have been used by Sinha et al. (1999) in a Bayesian discretised Cox model and by Satten (1996) in a proportional hazards model. The EM algorithm has been used by Goggins et al. (1998) and Goetghebeur & Ryan (2000) to infer parameters in proportional hazards models. Several authors use smoothing techniques to model the base hazard rate (Betensky et al., 2002) or the event time density (Zhang & Davidian, 2008). Kooperberg & Clarkson (1997) and Zhang et al. (2010) used splines to model a smooth hazard rate. Another strategy is to impute the event times (Law & Brookmeyer, 1992) by taking the midpoint or the end of the interval for instance. See Pan (2000) for an example.

Before we continue we first consider some notation. Let \( p(\tau) \) denote the probability density over the event times \( \tau \geq 0 \). The survival function is \( S(\tau) = \int_0^\infty p(s)ds \) and the hazard rate is \( \pi(\tau) = p(\tau)/S(\tau) \). In what follows in this paper we will only consider the case of a single risk with independent censoring. Under that assumption, if we assume a specific form for any one of these quantities then the remaining two quantities are uniquely determined.
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2. NON-LINEAR TRANSFORMATION MODELS

Before we explain the Gaussian process models in more detail it is helpful to define a general transformation between covariates and event times:

\[ \phi(\tau_i) = f(x_i) + \xi_i, \quad (i = 1, \ldots, n), \]

where \( \phi \) is a monotonically increasing transformation of the event times, \( f(x_i) \) is some function of the covariates, \( \xi_i \) is a noise random variable with a probability density function denoted by \( p_\xi \), and \( n \) is the number of individuals in our dataset. Several existing models, including both Gaussian process models, can be derived as special cases of (1).

Linear transformation models assume \( \phi \) is unspecified and \( f(x) = \beta^T x \). Various procedures for estimating the regression parameters in such models have been proposed by Cheng et al. (1995), Fine et al. (1998) and Chen et al. (2002). Recently Lu & Li (2008) considered the case where \( f(x) \) is an unspecified smooth function and proposed a boosting estimation method based on the marginal likelihood.

If we choose \( p_\xi(s) = \exp(s + e^s) \) and \( \phi(\tau) = \log\{\Lambda_0(\tau)\} \) we recover the Cox-type model. To see this we consider the event time to be a transformation of the noise random variable and derive the event time density

\[
p(\tau) = p_\xi[\log\{\Lambda_0(\tau)\} - f(x)] \frac{d}{d\tau} \log\{\Lambda_0(\tau)\} - f(x)]
= \lambda_0(\tau)e^{-f(x)} \exp\{-\Lambda_0(\tau)e^{-f(x)}\}.
\]

We can readily verify that this corresponds to a Cox-type hazard rate by writing the survival function in terms of the hazard rate and equating this to the expression for the survival function in terms of the event time density:

\[ 1 - \int_0^\tau p(s)ds = \exp\{-\Lambda_0(\tau)e^{-f(x)}\}. \]

By differentiating this expression with respect to time we obtain (2). When \( f(x) = -\beta^T x \) we recover Cox’s proportional hazards model. Frailty models can be retrieved by assuming \( f(x) = -\beta^T x + w \) where \( w \) is a frailty term. Generalized additive models assume \( f(x) = \beta^T x + \sum_{\mu=1}^d g_\mu(x_\mu) \) where \( g_\mu \) are non-linear functions of the covariates (Fahrmeir & Kneib, 2011). See Martino et al. (2011) and Vanhatalo et al. (2013) for recent implementations of such models. Alternatively, a Gaussian process prior can be assumed for \( f \) as shown by Savitsky et al. (2011) and Joensuu et al. (2012). Viewed in this order these models seek to accommodate increasingly complicated covariate effects through more flexible and sophisticated functions of the covariates.

For completeness we note that accelerated failure time models can be recovered by assuming \( \phi(\tau) = \log(\tau) \) and \( f(x) = \beta^T x \). This implies a log linear model and by choosing different noise distributions a wide range of parametric models can be recovered. See Klein & Moeschberger (2003, Chapter 12) for an overview.

3. GAUSSIAN PROCESS MODELS FOR TIME TO EVENT DATA

3.1. Gaussian process models

We will now explain the Gaussian process models for survival analysis in more detail. In general we will observe a pair of event times, \( I_i \), for each individual. For interval censoring \( I_i = (\tau^l_i, \tau^u_i) \) where \( \tau^l_i \) and \( \tau^u_i \) are the lower and upper bounds of an interval within which the
event occurred. For left or right censoring we record the time of censoring and for non-censored individuals the event time is recorded. We also record an indicator variable, \( \Delta_i \), which labels which type of censoring each observation corresponds to. If we were to make observations that were both censored and truncated then we would observe more than two times. We will not consider that case explicitly here for brevity although it is straightforward to do so.

In a Gaussian process model we assume the output variables are somehow related to a latent function of the covariates. A Gaussian process model consists of three elements. Firstly, we give the latent function a Gaussian process prior, \( f \sim \text{GP}(\eta, k) \), where \( \eta \) is the mean function and \( k \) is the kernel function, such that \( \text{mean}\{f(x)\} = \eta(x) \) and \( \text{cov}\{f(x_i), f(x_j)\} = k(x_i, x_j) \).

Secondly, we have the individual data likelihood terms \( \psi(I_i, \Delta_i | F_i) \) which will depend on what kind of model has been assumed. Finally, we use Bayes’ theorem to obtain the posterior density over the latent function values

\[
p(F | X, D) = \frac{p(D | F)p(F | X)}{p(D | X)},
\]

where \( D = \{(I_1, \Delta_1), \ldots, (I_n, \Delta_n)\} \), \( X = (x_1, \ldots, x_n) \), and \( F \) is the \( n \)-dimensional vector of latent function values such that \( F_i = f(x_i) \), and \( p(F | X) \) is the Gaussian process prior. The data likelihood factorizes over samples so that \( p(D | F) = \prod_{i=1}^{n} \psi(I_i, \Delta_i | F_i) \).

3.2. Construction of the data likelihood

Taking the negative log of (3) we get

\[
L(F) = -\frac{1}{n} \sum_{i=1}^{n} \log \psi(I_i, \Delta_i | F_i) - \frac{1}{n} \log p(F | X).
\]

We now drop \( F_i \) from our notation for brevity. For non-censored individuals \( \psi(I_i, \Delta_i) = p(\tau_i) \) which is simply the probability density evaluated at \( \tau_i \). Right censored individuals contribute with \( \psi(I_i, \Delta_i) = S(\tau_i) \). This gives the probability that the event occurs at some time after \( \tau_i \), the time of censoring. Similarly left censored and interval censored individuals contribute with \( 1 - S(\tau_i) \) and \( S(\tau_i^l) - S(\tau_i^u) \) respectively.

Left truncation occurs when only individuals who experience the primary event after a certain time \( \tau_i^u \) are included in the cohort. The probability of an event occurring at a subsequent time \( \tau_i^b \) is now conditional on survival until at least \( \tau_i^u \). Such an individual will contribute to the likelihood with \( \psi(I_i, \Delta_i) = p(\tau_i^b) / S(\tau_i^u) \). Similarly right and interval truncated individuals contribute with \( \psi(I_i, \Delta_i) = p(\tau_i^b) / \{1 - S(\tau_i^r)\} \) and \( \psi(I_i, \Delta_i) = p(\tau_i^b) / \{S(\tau_i^u) - S(\tau_i^r)\} \) respectively where \( \tau_i^r \) is the time of right truncation. This can be easily extended to combine any type of censoring with any type of truncation.

3.3. The event time Gaussian process model

There are two main challenges to applying standard Gaussian process regression to survival data. The first is to deal with the fact that the outputs are non-negative. This is relatively easy to do with an appropriate transformation of the event times to the entire real line. Secondly, we must deal with the different types of censoring and truncation.

The first step is to transform the event times to \( t = \phi(\tau) = \gamma \log(e^{\tau/\gamma} - 1) \), such that \( t \) can take any real value. We have chosen this transformation because when \( \tau \gg \gamma \) then \( t \approx \tau \) and one can tune the value of \( \gamma \) such that \( \gamma < \min(\tau_i) \) which results in an effectively linear mapping. We assume a model of the form

\[
t_i = f(x_i) + \xi_i, \quad \xi_i \sim N(0, \beta^2) \quad (i = 1, \ldots, n),
\]
Appendix A. Let \( \theta \) be the vector of hyperparameters which include any kernel parameters and \( \nu \). To estimate the values of these hyperparameters we require the marginal likelihood which is given by \( p(D \mid X) = \int p(D \mid F)p(F \mid X)\,dF \). In general, this integral is analytically and numerically intractable. Instead we construct a Laplace approximation of the marginal likelihood. This is done by expanding the log likelihood to second order and then integrating over \( F \). For the Cox-type model for example,

\[
q(D \mid X) = \int e^{-nL(\hat{F})} \cdot (-\sum_{i} \Phi'(\hat{t}_i) \cdot (\hat{F}_i - F_i) / 2) \, dF \\
= p(D \mid \hat{F})p(\hat{F} \mid X)(2\pi)^{n/2} \det \{(U + K^{-1})^{-1}\}^{1/2},
\]

where \( n^{-1}(U + K^{-1})_{ij} = \partial^2 L_{C}(F) / \partial F_i \partial F_j \) is the matrix of second order partial derivatives given in Appendix A. The matrix \( K_{ij} = k(x_i, x_j) \) is the covariance matrix from the Gaussian process prior. For the event time model we simply use the matrix \( W \) instead of \( U \) (see Appendix A). Optimal hyperparameters are determined by numerically solving \( \hat{\theta} = \min_{\theta} \{-n^{-1} \log q(D \mid X)\} \). This approach is similar to Gaussian process classification (Rasmussen & Williams, 2006, Chapter 3) where the function values are unobserved and treated as latent variables.
4.2. Predictions, hazard rates and survival functions

Given a new individual with covariates \( x \) we want to predict a corresponding event time \( \tau \). In standard Gaussian process regression \( f(x) \sim N(\mu, \kappa) \) with \( \mu = k^T \kappa^{-1} F \) and \( \kappa = k(x, x) - k^T \kappa^{-1} k \), where \( k \) is the \( n \)-dimensional vector defined by \( (k)_i = k(x_i, x) \).

In the event time model we use the mode of the posterior such that \( f(x) \sim N(\hat{\mu}, \hat{\kappa}) \) with \( \hat{\mu} = k^T \kappa^{-1} \hat{F} \) and \( \hat{\kappa} = k(x, x) - k^T (K + W^{-1})^{-1} k \). The variance is a combination of uncertainty due to conditioning on \( \hat{F} \) and the uncertainty in the value of \( \hat{F} \) itself (Rasmussen & Williams, 2006, Section 3.4.2). The predictive distribution for transformed event times is \( t \sim N(\mu, \kappa + \beta^2) \). Finally, we use the transformation \( \phi \) to derive the predictive density for the actual event time:

\[
g(\tau | X, x, D) = \frac{e^{\gamma \tau / \gamma}}{\{2\pi(\hat{\kappa} + \beta^2)\}^{1/2}} e^{\gamma \tau / \gamma - 1}. \tag{8}
\]

Predictions are made by numerically computing the mean and variance of (8). Due to the transformation \( \phi \) any predictions that are negative or close to zero will be ‘squashed’ into the positive half of the real line. As noted in the introduction the survival function and hazard rate can be computed once the event time density is known. Some numerical issues are discussed in Appendix B.

In the case of the Cox-type model predictions are made by substituting \( \text{mode}(F*) = \hat{\mu} \) for \( f(x) \) into (2) and using this to numerically compute the mean and variance of \( \tau \). Ideally we would multiply the event time density by the predictive density over \( F* \) and integrate over \( F* \). However this results in a predictive density over \( \tau \) that is not defined. Consequently, by using only the mode of \( F* \) we underestimate the variance of \( \tau \).

5. Comparison to the Cox proportional hazards model

In the results section we will compare the performance of both Gaussian process models to Cox’s original proportional hazards model. Cox’s model is obtained from (2) when \( f(x) = -\beta^T x \). We use Breslow’s estimator for the base hazard rate, originally proposed in the discussion at the end of Cox (1972). This can be written as a maximum likelihood estimator of the base hazard rate (Coolen & Holmberg, 2014, Section 8.1):

\[
\lambda_0(\tau) = \frac{\sum_{i=1}^n \delta_i \delta(\tau - \tau_i)}{\sum_{j=1}^n \exp(\beta^T x_j) \theta(\tau_j - \tau)}. \tag{9}
\]

This can be inserted into (2) to obtain the event time density corresponding to Cox’s model. However, this density is not normalised as can be seen from

\[
Z(x*) = \int_0^\infty \lambda_0(s)e^{\beta^T x} \exp\{-\Lambda_0(s)e^{\beta^T x}\} ds = 1 - \exp\{-\Lambda_0(s)e^{\beta^T x}\}\Big|_{s=\infty}.
\]

The problem arises since \( \Lambda_0(\tau) \) does not diverge to infinity in the limit that \( \tau \) becomes infinitely large. This is reflected in the fact that any survival curve generated using Cox’s model with Breslow’s estimator has a non-zero value for infinitely large times. This implies that there is non-zero probability of the event never occurring which is consistent with \( Z(x*) < 1 \).
We normalise the event time density by dividing by $Z(x_*)$ and use this to compute the mean (and variance) of $\tau_*$ which are then used for making predictions:

$$\langle \tau_* \rangle = \frac{1}{Z(x_*)} \sum_{i: \Delta_i = 1} \tau_i \sum_j e^{\beta^T x_i} \exp \left\{ -e^{\beta^T x_i} \sum_{k=1}^n \delta_{1, \Delta_k} \theta (\tau_i - \tau_k) \right\} .$$

### 6. Results

Presented in Fig. 1 are results from simulated data with a non-monotonic relationship between the event times and covariates. There is one covariate $x$ and $n = 25$ individuals, of which twelve are censored. In all figures the vertical axis represents the untransformed event time. An end of trial cut-off is imposed at six years and is represented by the dashed line. Any individuals alive at that time are considered right censored. Panel (a) shows the observed data. The black line is the true function which was drawn from a Gaussian process prior with a squared exponential kernel $k(x_i, x_j) = \sigma \exp \{- (2l^2)^{-1} (x_i - x_j)^2 \}$ with hyperparameters set to $(\eta, \beta, \sigma, l) = (5, 0.2, 3, 0.7)$. Results from applying the normalized Cox proportional hazards model are shown in panel (b). This is described above in Section 5. We found $\beta = 0.49$. In panel (c) are results from the event time model. Note the $F_i$ are plotted and not $\tau_i$. For censored individuals the $F_i$ provide an estimate of when the event would have been reported in the absence of censoring or noise. In particular, event times can be estimated several years after the trial ended (note the uncertainty is greatest in this region). Hyperparameters were found to be $(\eta, \beta, \sigma, l) = (5.82, 0.32, 2.59, 0.64)$. In panel (d) the Cox-type model is applied to the data with a squared exponential kernel. Optimal hyperparameters were found to be $(\eta, \nu, \sigma, l) = (-28.4, 16.2, 34, 0.68)$. Note that the variance is underestimated since the the mode of $F_*$ is used. In panels (e) and (f) we converted non-censored individuals into interval censored individuals by generating a random one year interval for each individual. The event time model is used in (e). Note that $F_i$ are plotted and not the observed event times. Optimal hyperparameters were found to be $(\eta, \beta, \sigma, l) = (5.67, 0.14, 3.34, 0.57)$. In (f) are results from the Cox-type model. Optimal hyperparameters were found to be $(\eta, \nu, \sigma, l) = (-45.5, 27.2, 64.7, 0.47)$.

### 7. Discussion

We have formulated two different Gaussian process models for the analysis of censored survival data. The first model expresses the transformed event time as a function of the covariates whereas the second model is defined by assuming a Cox-type hazard rate. One drawback of the Cox-type model is that the assumed independence of time and covariate effects on the hazard rate may not always be valid. When it is valid however, we can interpret the latent function values as either amplifying or diminishing the base hazard rate for each individual. Thus, negative function values correspond to longer survival times. But when the assumption is invalid then this interpretation may be misleading. In contrast, the role of the latent function values is always clear in the event time model since they can be seen as the event times in the absence of noise or censoring. A second drawback of the Cox-type model is that we are unable to fully quantify the uncertainty of our predictions which leads to an underestimation of the predictive variance.

The first model takes a more direct approach by connecting the two quantities we observe (event times and covariates) directly. In the practical analysis of biomedical survival data, often the most relevant issues are making predictions for new patients and assessing the most relevant covariates. In both cases the most relevant quantity is not the hazard rate, but rather the connection between covariates and event times.
Fig. 1: In panels (a), (b), (d) and (f) the white and black dots correspond to observed right censoring times and non-censored event times respectively. In all figures the dashed line represents an end of trial cutoff time. The observed data are plotted in panel (a). These were drawn from the true function which is represented by the black line. Results from the normalized Cox model are shown in (b). The black line is the mean prediction and the grey area is plus and minus one standard deviation. In panels (c) and (d) are predictions generated using the event time model and the Cox-type model respectively. The variance is underestimated in the Cox-type model since the uncertainty in \( \hat{F} \) is not taken into account. In (c) and (e) the white and black dots are \( \hat{F} \) for right censored and non-censored individuals respectively. In the bottom two panels, (e) and (f), are results from the event time model and Cox-type models on a combination of interval and right censored data. The ‘error bars’ denote randomly generated one year censoring intervals. In (e) right censored individuals have a half ‘error bar’ connecting \( \hat{F}_i \) to the time of censoring.

In general, it is natural for a Bayesian analysis of survival data to avoid any partial likelihood arguments and infer the relevant parameters from full likelihoods combined with priors. This offers an intuitive and systematic way to construct the posterior likelihood. The advantage of this in our case is that censored and truncated individuals (and any combination thereof) can be easily incorporated into the likelihood.
Gaussian process models possess several attractive features for the analysis of survival data. Firstly, by specifying and combining different kernels in the Gaussian process prior we can infer a wide range of non-linear relationships between covariates and event times. Secondly, the use of kernel functions means that high dimensional covariates can be studied. The risk of overfitting can be kept to a minimum provided we exclude variable selection hyperparameters. Thirdly, estimates of event times for censored individuals can be extracted from the data. Finally, any type of censoring or truncation can be easily dealt with.

In future work it may be interesting to explore different choices for the noise distribution in our model. In the case of biomedical data it is interesting to ask what the noise represents. Does it represent inherent stochasticity in biological systems or delays in the reporting of events? In the latter case the latent function values can be interpreted as noise-free event times and the noise (with semi-infinite support) represents a waiting time until the event is recorded. For example, it may take some time for symptoms to manifest themselves. In the former case noise with infinite support is more appropriate. In real data both sources of noise are likely to be present and so it would be interesting to implement asymmetric noise distributions that place more density on positive noise values. We also plan to study the case of multiple risks which may or may not be correlated. A potential route would be to use multi-output Gaussian process priors to capture any correlation between the different risks.
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A. PARTIAL DERIVATIVES

In Section 4·1 we required the first order partial derivatives of the log likelihood. Here we consider non-censored individuals and right censored individuals. For the event time model the first order derivatives are

\[
\frac{\partial}{\partial F_i} L(F) = - \frac{1}{n} \sum_{k=1}^{n} \frac{\partial}{\partial F_i} \log \psi(I_k, \Delta_k | F_k) + \frac{1}{n} \{ K^{-1} (F - \eta) \},
\]

where for non-censored individuals \( \psi(I_k, \Delta_k | F_k) = N(F_k, \beta^2) \) and

\[
\frac{\partial}{\partial F_i} \log \psi(I_k, \Delta_k | F_k) = \delta_{ik} \beta^{-2} (t_k - F_k).
\]

Individuals who were right censored have \( \psi(I_k, \Delta_k | F_k) = S(t_k | F_k) \)

\[
\frac{\partial}{\partial F_i} \psi(I_k, \Delta_k | F_k) = \delta_{ik} \frac{1}{S(t_k | F_k)} \frac{1}{(2\pi \beta^2)^{1/2}} e^{-\frac{1}{2\beta^2}(t_k - F_k)^2}.
\]

Second order partial derivatives are also required in Section 4·1 to construct a Laplace approximation of the posterior. These are

\[
\frac{\partial^2}{\partial F_j \partial F_i} L(F) = - \frac{1}{n} \delta_{ij} \delta_{ik} \sum_{k=1}^{n} \frac{\partial^2}{\partial F_j \partial F_i} \log \psi(I_k, \Delta_k | F_k) + \frac{1}{n} K^{-1} = \frac{1}{n} (W + K^{-1})_{ij},
\]

where the diagonal matrix \( W \) is defined by \( W_{ii} = -\partial^2/\partial F_i^2 \log \psi(I_i, \Delta_i | F_i) \). For non-censored individuals \( W_{ii} = \beta^{-2} \). For right censored individuals

\[
W_{ii} = \left\{ \frac{1}{S(t_i | F_i)} \left( \frac{1}{(2\pi \beta^2)^{1/2}} e^{-\frac{1}{2\beta^2}(t_i - F_i)^2} \right)^2 - \frac{(t_i - F_i)}{\beta^2} \left\{ \frac{1}{S(t_i | F_i)} \frac{1}{(2\pi \beta^2)^{1/2}} e^{-\frac{1}{2\beta^2}(t_i - F_i)^2} \right\} \right\}.
\]
Partial derivatives for interval censored individuals are calculated similarly. See the Appendix B below for numerical details. Partial derivatives of the Cox-type likelihood (6) are

\[
\frac{\partial}{\partial F_i} L_C(F) = -\frac{1}{n} \delta_{i, \Delta_i} + \frac{1}{n} \Lambda_0(t_i) e^{F_i} + \frac{1}{n} (K^{-1} F)_i,
\]

\[
\frac{\partial^2}{\partial F_j \partial F_i} L_C(F) = \frac{1}{n} \delta_{ij} \Lambda_0(t_i) e^{F_i} + \frac{1}{n} K_{ij}^{-1} = \frac{1}{n} (U + K^{-1})_{ij}.
\]

**B. Numerical Considerations**

To compute hazard rates and partial derivatives for the event time model we need to numerically evaluate \(A(t) = p(t)/S(t)\) where \(p(t)\) is a normal density with variance \(\beta^2\) and \(S(t)\) is the corresponding survival function. The denominator can be written in terms of the complementary error function as \(S(t) = \text{erfc}(h)/2\) where \(h = t/(2\beta^2)^{1/2}\). Then \(A(t) = C \exp(-h^2)/\text{erfc}(h)\) where \(C = 2/(2\pi\beta^2)^{1/2}\).

The quantity \(A(t)\) becomes numerically unstable for large \(h\) since the numerator and denominator both tend towards zero. For \(h \gg 0\) we use the asymptotic expansion of the complementary error function (Menzel, 1960):

\[
\text{erfc}(h) = e^{-h^2} \frac{1}{h \sqrt{\pi}} \left[ 1 - \frac{1}{2h^2} + \frac{2}{(2h^2)^2} - \frac{8}{(2h^2)^3} + \cdots \right]
\]

for \(h \gg 0\).

This ensures \(A(t)\) can be computed without difficulty. It is also clear that for large times the hazard rate is approximately linear.

There is an interesting symmetry in the fact that for Cox-type models the computation of event time densities such as (2) or (10) can be numerically unstable due to the presence of the double exponential. In particular, when dealing with the likelihood contribution made by an interval censored observation we must compute quantities of the form \(\log(e^{-x_1} - e^{-x_2})\) where \(x_k = -\Lambda_0(r_k)e^t\). If \(x_1\) or \(x_2\) are sufficiently large then this will be evaluated as \(\log(0)\) if double precision numbers are used. Instead we write this as

\[
\log(e^{-x_1} - e^{-x_2}) = \log\left\{ e^{-x_1}(1 - e^{x_1-x_2}) \right\}
\]

\[
= \begin{cases} 
-x_1 + \log(1 - e^{x_1-x_2}) & \text{when } -h' \leq x_1 - x_2 \\
-x_1 - e^{x_1-x_2} - \frac{1}{2}e^{2(x_1-x_2)} & \text{when } x_1 - x_2 < -h'.
\end{cases}
\]

where \(h'\) is some suitably defined cutoff constant. Similar tricks can be used to ensure the partial derivatives are computed robustly.
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